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Optimization refers to a branch of applied mathematics concerned with the minimization or maximization of a certain function, possibly under constraints. The birth of the field can perhaps be traced back to an astronomy problem solved by the young Gauss. It matured later with advances in physics, notably mechanics, where natural phenomena were described as the result of the minimization of certain "energy" functions. Optimization has evolved towards the study and application of algorithms to solve mathematical problems on computers.

Today, the field is at the intersection of many disciplines, ranging from statistics, to dynamical systems and control, complexity theory, and algorithms. It is applied to a widening array of contexts, including machine learning and information retrieval, engineering design, economics, finance, and management. With the advent of massive data sets, optimization is now viewed as a crucial component of the nascent field of data science.

In the last two decades, there has been a renewed interest in the field of optimization and its applications. One of the most exciting developments involves a special kind of optimization, convex optimization. Convex models provide a reliable, practical platform on which to build the development of reliable problem-solving software. With the help of user-friendly software packages, modelers can now quickly develop extremely efficient code to solve a very rich library of convex problems. We can now address convex problems with almost the same ease as we solve a linear system of equations of similar size. Enlarging the scope of tractable problems allows us in turn to develop more efficient methods for difficult, non-convex problems.

These developments parallel those that have paved the success of numerical linear algebra. After a series of ground-breaking works on computer algorithms in the late 80s, user-friendly platforms such as Matlab or R, and more recently Python, appeared, and allowed generations of users to quickly develop code to solve numerical prob-
lems. Today, only a few experts worry about the actual algorithms and techniques for solving numerically linear systems with a few thousands of variables and equations; the rest of us take the solution, and the algorithms underlying it, for granted.

Optimization, more precisely, convex optimization, is at a similar stage now. For these reasons, most of the students in engineering, economics, and science in general, will probably find it useful in their professional life to acquire the ability to recognize, simplify, model, and solve problems arising in their own endeavors, while only few of them will actually need to work on the details of numerical algorithms. With this view in mind, we titled our book *Optimization Models*, to highlight the fact that we focus on the “art” of understanding the nature of practical problems and of modeling them into solvable optimization paradigms (often, by discovering the “hidden convexity” structure in the problem), rather than on the technical details of an ever-growing multitude of specific numerical optimization algorithms. For completeness, we do provide two chapters, one covering basic linear algebra algorithms, and another one extensively dealing with selected optimization algorithms; these chapters, however, can be skipped without hampering the understanding of the other parts of this book.

Several textbooks have appeared in recent years, in response to the growing needs of the scientific community in the area of convex optimization. Most of these textbooks are graduate-level, and indeed contain a good wealth of sophisticated material. Our treatment includes the following distinguishing elements.

- The book can be used both in undergraduate courses on linear algebra and optimization, and in graduate-level introductory courses on convex modeling and optimization.
- The book focuses on *modeling* practical problems in a suitable optimization format, rather than on *algorithms* for solving mathematical optimization problems; algorithms are circumscribed to two chapters, one devoted to basic matrix computations, and the other to convex optimization.
- About a third of the book is devoted to a self-contained treatment of the essential topic of linear algebra and its applications.
- The book includes many real-world examples, and several chapters devoted to practical applications.
- We do not emphasize general non-convex models, but we do illustrate how convex models can be helpful in solving some specific non-convex ones.
We have chosen to start the book with a first part on linear algebra, with two motivations in mind. One is that linear algebra is perhaps the most important building block of convex optimization. A good command of linear algebra and matrix theory is essential for understanding convexity, manipulating convex models, and developing algorithms for convex optimization.

A second motivation is to respond to a perceived gap in the offering in linear algebra at the undergraduate level. Many, if not most, linear algebra textbooks focus on abstract concepts and algorithms, and devote relatively little space to real-life practical examples. These books often leave the students with a good understanding of concepts and problems of linear algebra, but with an incomplete and limited view about where and why these problems arise. In our experience, few undergraduate students, for instance, are aware that linear algebra forms the backbone of the most widely used machine learning algorithms to date, such as the PageRank algorithm, used by Google’s web-search engine.

Another common difficulty is that, in line with the history of the field, most textbooks devote a lot of space to eigenvalues of general matrices and Jordan forms, which do have many relevant applications, for example in the solutions of ordinary differential systems. However, the central concept of singular value is often relegated to the final chapters, if presented at all. As a result, the classical treatment of linear algebra leaves out concepts that are crucial for understanding linear algebra as a building block of practical optimization, which is the focus of this textbook.

Our treatment of linear algebra is, however, necessarily partial, and biased towards models that are instrumental for optimization. Hence, the linear algebra part of this book is not a substitute for a reference textbook on theoretical or numerical linear algebra.

In our joint treatment of linear algebra and optimization, we emphasize tractable models over algorithms, contextual important applications over toy examples. We hope to convey the idea that, in terms of reliability, a certain class of optimization problems should be considered on the same level as linear algebra problems: reliable models that can be confidently used without too much worry about the inner workings.

In writing this book, we strove to strike a balance between mathematical rigor and accessibility of the material. We favored “operative” definitions over abstract or too general mathematical ones, and practical relevance of the results over exhaustiveness. Most proofs of technical statements are detailed in the text, although some results
are provided without proof, when the proof itself was deemed not to be particularly instructive, or too involved and distracting from the context.

Prerequisites for this book are kept at a minimum: the material can be essentially accessed with a basic understanding of geometry and calculus (functions, derivatives, sets, etc.), and an elementary knowledge of probability and statistics (about, e.g., probability distributions, expected values, etc.). Some exposure to engineering or economics may help one to better appreciate the applicative parts in the book.

Book outline

The book starts out with an overview and preliminary introduction to optimization models in Chapter 1, exposing some formalism, specific models, contextual examples, and a brief history of the optimization field. The book is then divided into three parts, as seen from Table 1.

Part I is on linear algebra, Part II on optimization models, and Part III discusses selected applications.

The first part on linear algebra starts with an introduction, in Chapter 2, to basic concepts such as vectors, scalar products, projections, and so on. Chapter 3 discusses matrices and their basic properties, also introducing the important concept of factorization. A fuller story on factorization is given in the next two chapters. Symmetric matrices and their special properties are treated in Chapter 4, while Chapter 5 discusses the singular value decomposition of general matrices, and its applications. We then describe how these tools can be used for solving linear equations, and related least-squares problems, in Chapter 6. We close the linear algebra part in Chapter 7, with a short overview of some classical algorithms. Our presentation in Part I seeks to emphasize the optimization aspects that underpin many linear algebra concepts; for example, projections and the solution of systems of linear equations are interpreted as a basic optimization problem and, similarly, eigenvalues of symmetric matrices result from a “variational” (that is, optimization-based) characterization.

The second part contains a core section of the book, dealing with optimization models. Chapter 8 introduces the basic concepts of convex functions, convex sets, and convex problems, and also focuses on some theoretical aspects, such as duality theory. We then proceed with three chapters devoted to specific convex models, from linear, quadratic, and geometric programming (Chapter 9), to second-order
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Table 1: Book outline.
cone (Chapter 10) and semidefinite programming (Chapter 11). Part II closes in Chapter 12, with a detailed description of a selection of important algorithms, including first-order and coordinate descent methods, which are relevant in large-scale optimization contexts.

A third part describes a few relevant applications of optimization. We included machine learning, quantitative finance, control design, as well as a variety of examples arising in general engineering design.

How this book can be used for teaching

This book can be used as a resource in different kinds of courses.

For a senior-level undergraduate course on linear algebra and applications, the instructor can focus exclusively on the first part of this textbook. Some parts of Chapter 13 include relevant applications of linear algebra to machine learning, especially the section on principal component analysis.

For a senior-level undergraduate or beginner graduate-level course on introduction to optimization, the second part would become the central component. We recommend to begin with a refresher on basic linear algebra; in our experience, linear algebra is more difficult to teach than convex optimization, and is seldom fully mastered by students. For such a course, we would exclude the chapters on algorithms, both Chapter 7, which is on linear algebra algorithms, and Chapter 12, on optimization ones. We would also limit the scope of Chapter 8, in particular, exclude the material on duality in Section 8.5. For a graduate-level course on convex optimization, the main material would be the second part again. The instructor may choose to emphasize the material on duality, and Chapter 12, on algorithms. The applications part can serve as a template for project reports.

Bibliographical references and sources

By choice, we have been possibly incomplete in our bibliographical references, opting to not overwhelm the reader, especially in the light of the large span of material covered in this book. With today’s online resources, interested readers can easily find relevant material. Our only claim is that we strove to provide the appropriate search terms. We hope that the community of researchers who have contributed to this fascinating field will find solace in the fact that the success of an idea can perhaps be measured by a lack of proper references.

In writing this book, however, we have been inspired by, and we are indebted to, the work of many authors and instructors. We have
drawn in particular from the largely influential textbooks listed on
the side.¹ We also give credit to the excellent course material of the
courses EE364a, EE364b (S. Boyd), EE365 (S. Lall) at Stanford Uni-
versity, and of EE236a, EE236b, EE236c (L. Vandenberghe) at UCLA,
as well as the slides that S. Sra developed for the course EE 227A in
2012 at UC Berkeley.
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