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Electronic asynchronous packet switching has been devel oped since the early 1960s and now, at the dawn of the
21% century, it is awell-understood technology. On the other hand, all-optical packet switching, amajor candidate
for the redization of dynamic optical networking, is a new technology, currently under-going research and
development. In this paper we show that the trangtion from electronic to optica is not as straightforward as one
would like to think.

The main thedis of this paper is that the trangtion to dynamic al-optica switching will require changing the current
asynchronous packet switching paradigm. This is shown by focusing the analyss on the smple problem of optica
memory, while not consdering the more complex problems associated with optical packet header processing and
switching asif they had been resolved —which isindeed not the case.

In order to evauate optical memory, various comparative measures are used. For example, much more glass
(Silicon) is needed for opticd memory versus eectronic memory, in fact a factor of 1 million! If we assume
shrinking of Silicon circuitry by a factor of two every 18 months, the trangtion to optica packet switching will
trandate into reversng Moore' s law by 30 years.

It will be shown that a common time reference (CTRO) is needed for redizing the optica random access
memory (O-RAM) required for dynamic optical networking. Furthermore, it is shown that by usng coordinated
universal time (UTC ak.a. GMT) CTRO can be globally distributed, then it is possible to (globally) distribute the
O-RAM and, consequently, to redize a new dynamic optical networking architecture caled Fractional Lambda
Switching (FI SO), that additionally, does not reguire optical header processing.

l. INTRODUCTION

The more optica transmission systems are deployed, the greater the bottlenecks in dectronic processing and
switching may become. Consequently, a solution to these bottlenecks is sought in the opticd domain where no
electronic converson is necessary. The following definitions are applied throughout this paper.



Definition 1. Dynamic optical switching — Each data unit is transmitted end-to-end over an arbitrary topology
network through optica fibers and switches with no conversion to eectronics such that each data unit on a
given opticd channd may be treated differently by the network’ s switches.

Definition 2. Satic optical switching — All data units that are transmitted end-to-end over an arbitrary
topology network through optical fibers and switches with no conversion to eectronics such that al data units
on agiven optical channd are treated the same way by the network’ s switches.

Dynamic optica networking implies dynamic optical switching thet is clearly much closer to current packet and
circuit switching than gatic optical switching. Static optical switching requires a separate optica channe—
ak.a wavelength or lambda (I )—from each source to each possible destination. Consequently, if each source is
aso a degtination, n sources require (h*-n) optical channgs. This n square requirement is a mgjor limit to the
scaahility of static optical switching and hence acompelling reason for resorting to dynamic optical switching.

Section |1 shows that mapping the current asynchronous packet switching modd to dl-optica networks is highly
unadvisable, if a al possble. The importance of time for dynamic optical networking is discussed in Sectionlll,
while SectionlV shows how time can be used to enable a synchronous switching model suitable for dl-opticd
redization.

Asynchronous packet switching is based on four components: transmisson, memory, processing, and switching.
In order to use this paradigm to achieve dynamic optica switching, the four components should be implemented in
the optical domain. Opticd transmisson is widdy deployed, opticd switching is commercidly viadle, optica
processing is gill very difficult, and opticd memory using optical fibers is feasble. However, Section 11.B shows
that optical memory, which is well understood, is a mgor implementation obstacle hindering the redization of al-
optical asynchronous packet switching regardless of whatever progressin optica processing takes place.

Various memory reduction techniques can dleviate the opticadl memory problem of packet switching. Such
techniques fal under the two following categories:

(1) Randomized-based techniques, eg., “hot potato”, deflection or convergence routing. The network has
unpredictable delay/throughput performance and consequently it may not be suitable for streaming media
goplications.

(2) Tempora-based techniques. Scheduled transmission provides predictable delay and throughput performance.
Consequently, these techniques are uitable for streaming media applications, which are anticipated to fill up
high capacity optica networks.



Section Il andyses some tempora-based techniques, which use different time measurement methods, while
highlighting implications of their opticd redization. As explained in more detall in Sectionlll, the temporal-based
switching paradigm underlying SONET requires a limited amount of memory due to SONET’s byte-by-byte
channd multiplexing. Since byte-by-byte de-multiplexing into multiple STS-1 frames cannot be done in the optica
domain, it is necessary to separately switch each incoming byte from input to output. This will require, for OC-192
channds, byte-by-byte optical processng and switching times that are well below 100 picoseconds, which is far
beyond current technology. Consequently, SONET switching is not consdered a viable dternative for dynamic
optica networking.

Section 1V presents an easlly redizable dl-optical switching solution that has low optica memory requirements
and is suitable for streaming media gpplications, both interactive and non-interactive, on a globa scde. This
solution, which is cdled Fractiond Lambda Switching (FI S), leverages on a Common Time Reference (CTR) with

Pipeline Forwarding (PF) to provide the required switching granularity with predictable performance guarantees.
Furthermore, thanks to the CTR with PF, this solution substantialy reduces — possibly diminating — the need for
optica header processing; hence, dynamic optical networking, for the firgt time, becomes an impending redity.
Since the paper focuses on showing that FES enables the redization of dynamic optical networking, FES

performance issues are the subjects of separate publications.

I. COMPARATIVE EVALUATION OF OPTICAL M EMORY

A. Modd

Thiswork is based on the following assumptions that are derived from what is known in physics today, not from
what may be discovered in the future.
Assumption 1. Optical memory is implemented with optical fiber, made from silicon, with a diameter of
125nm.
Thus, opticad memory is actuadly a dday line or a pipeline with continuoudy sreaming bits. This will have some

major consequences that will be discussed later.
Assumption 2: The speed of light in optical fiber is 200,000 kilometers per second”.
Assumption 3: Currently, there is no practical all-optical wavelength conversion fromany | to any other

! Recent publications on “stopping the light” (see[1][2]) describe a complex physica experiment redlized at near
absolute zero temperature — exploiting the revesible property of quantum phase.



In the context of thiswork the following two definitions are applied:

Definition 3: Bulk Optical Memory (BOM). An opticd fiber capable of storing a predefined amount of bits
encoded within an optica signd. The access to such bulk optica memory is strictly sequentid, or fird-in-first-
out (FIFO).

For example, a1l Km fiber isabulk optical memory that can store 50,000 bits at 10 Ghy/s.

Definition 4: Optical Random Access Memory (O-RAM). An optical memory wherein each of the stored data
units can be accessed at any predefined time?, independent of the order in which they had entered the O-
RAM.

For example, 1 Km of fiber a 10 Gb/s tapped (e.g., with 1-by-2 optical switches) at regular 10 meter intervals
is an O-RAM capable of storing up to 50,000 bits encoded in data units of 500 bits each. The data units can be
accessed in any order through the taps, however, since the data units are travelling at the speed of light the access
to adata unit a a different time will be done through a different tap.

B. Device Level Analysis of Bulk Optical Memory

The physicd dimension of opticad memory is compared with that of eectronic memory (i.e, a Dynamic RAM
(DRAM)) with equivaent capacity.

B.1 Raw Material

A synchronous DRAM chip capable of storing 256 Mbits is manufactured with state of the art technology on a
10-10°.10-102.0.5-10°3=50-10" meter® (or 50-10°° Liter) silicon chip.

A 256 Mbit optical memory for an optical Signa encoded at 10 Gb/s (thus, each bit is stored in 2-10 meters of
fiber) is redized with a 256-10°-2-102 =5,120,000 meter fiber. Since the fiber diameter, core and cladding, is
125-10°° meter, the total volumeis p -(125-10°%/2)?-5,120,000=62.8-10"° meter® (or 62.8 Liters).

Hence, the step from DRAM to optica memory corresponds to a decrease of more than 1,000,000 foldsin the
information density. Consequently, if we assume shrinking of slicon circuitry by a factor of two every 18 months
(as stated by Moore' s law), the trangition to optical memory trandates into going back 30 years!

B.2 Packaging

The above mentioned 256 Mhits synchronous DRAM chip is contained in a 66 pin package whose volume is
10-103-23-10°.1-10°= 230-10"° meter® (or 230-10° Liter).

The fiber redizing an equivdent opticd memory can, for example, be rolled on a number of spools. For the sake
of comparison, the packaging of Corning fiber is considered here. The longest spools Corning sdls are of



25.2 Km. Hence, building a 256 Mb optical memory requires 5,120/25.2=204 spools which occupy a volume of
767 Liters (vs. 230-10° Liter of DRAM) and weigh 461 Kg.

C. Sub-system Analysis of Bulk Optical Memory

The device level comparison between dectronic memory and optical memory clearly indicates that in order to
provide the required memory capabilities, optica packet switches are going to be many orders of magnitude larger
than conventiona eectronic packet switches. Even though the previous section could provide strong enough
motivation to proceed to the analyss techniques with smaler memory requirements (i.e., to proceed to Section1V),
we concluded that a sub-system andysis is important in order to understand the tempora dimension in redlizing
optica memory. This section firgt andyzes sub-system BOM and then Section D andyzes sub-system O-RAM.

Table 1 shows the amount of memory per DWDM channd on date-of-the-art terabit packet switches (see
[3][4] for more details). Various physcad dimensons of the BOM required to implement the same amount of
buffers for one 10 Gb/s DWDM channd are shown in Table 2 The required opticd fiber length is given in the
second column of Table 2, while the third column shows the required optica fiber volume. The volume and weight
of the opticd fiber rolled on 25.2 Km spools (as sold by Corning) are provided in the last two columns of Table 2.

Memory
Product per channel
[MB]
Optera packet solution (Nortel) 22
Terabit switch router system (Avici) 64 - 128
M 160 (Juniper) 128
20000 Terabit Network Router (Pluris) 128
GSR12016 (Cisco) 128 - 512
Aranea-1 (Charlottes Web) 1000
Average 256

Table 1. Memory per optical channd in current terabit routers
Note thet if the switchesin Table 1 have 1000 DWDM opticd channels the numbers in Table 2 will increase
1000 fold. For example, the memory for an dl-optica switch with 256 MB of opticd memory per channd will be
3,686 tons. A network with 2,000 of such switches would weigh more than the Great Pyramid of Khufu in Giza,

which weighs 6 million tons.

Z In general RAM can be accessed at any time.



Buffer Size Fiber Length  Fiber Volume Spool Spool Weight

[MBytes] [Km] [Lt] Volume [Lt] [Kg]
22 3,520 43 527 317
128 20,480 251 3,068 1,843
256 40,960 503 6,136 3,686
1,000 160,000 1,963 23,969 14,400

Table 2: Physicd dimensons of aBOM for asingle 10 Ghb/s optical channel

Obvioudy, weight is not the only redization condrant; fiber length is another. Amplification is required to
compensate the attenuation introduced by transmission over long fibers. Moreover, the signa degenerates due to
the digtortion introduced aong the fibers and by the amplifiers, hence, after traveling a given distance it is necessary
to regenerate the sgnd. Regeneration is an dectrical, not optical, process and encompasses re-amplification, re-
timing, and re-shaping that are performed by repeaters. As shown in Table 2 the fiber length for a 256 Mbyte
buffer is 40,960 Km (the same as the earth circumference). Thus, given the transmitted optica signd’s finite power
budget, the BOM will require multiple dectronic regenerations. Table 3 shows the number of amplifiers and
repeaters required for the implementation of a number of BOM configurations for a 10 Ghb/s optica channd. The
figuresin Table 3 are devised assuming that amplification is performed every 80 Km and regeneration every
480 Km. Table 3 adso shows the totd attenuation of the required length of fiber assuming a 0.2 dB/Km nomind
attenuation, as specified by some Corning products.

Memory Size Number of Number of Fiber Attenuation

[MBytes] Repeaters Amplifiers [dB]
22 7 37 704
128 42 214 4,096
256 85 427 8,192
1,000 333 1,667 32,000

Table 3: Amplification, regeneration, and fiber attenuatior” of aBOM for asingle 10 Gh/s optical channel

D. Sub-system Analysis of Optical Random Access Memory — O-RAM
Random access implies that a any given time any part of the memory can be accessed. Since the stored optical
bits travel dong the opticd fiber at the speed of light, as shown in Figure 1(A), a any given time the bits are in
another position adong the optical fiber. Consequently, in order to access such optica memory there are two basic
requirements, as shown in Figure 1(B):
1. Infinite number of taps: atap redized by a 1-by-2 switch enables the light that is stored in the fiber to ether
continue aong the fiber or be switched out of the fiber.

% With Raman amplifiersit may be possible to perform regeneration every 2,000 Km.



2. Common Time Reference (CTR): aprecise knowledge of timeis required in order to access a given sequence
of bits at a given spot aong the optica fiber. This knowledge of time should be based on the same reference
aong the optica fiber, which iswhy, thistiming requirement is caled Common Time Reference or CTR.
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Figure 1: Optica random access memory — O-RAM (B) —istime dependent (A)
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Figure 2: CTR with (A) linear O-RAM (B) pardld O-RAM
Since an infinite number of taps is not feasible, two types of O-RAM can be found in the literature: (1) linear
delay line or linear O-RAM and (2) pardld delay line or parald O-RAM, shown in Figure 2A) and Figure 2AB),

respectively.



D.1 Linear O-RAM

Asshown in Figure AA), a linear delay line O-RAM s redlized by inserting taps at predefined equaly spaced
intervas into the optica fiber. An optical sgnd propagating dong the fiber can be fetched at regular intervas, we
cdl atime frame (TF) the interva between taps with duration T;. A data unit that was sent into the fiber at time
t=0 can be fetched from thefiber at times. t=1-T¢, 2:T;, 3-T;, and 0 on. The physicd dimensions of a linear delay
line at 10 Gb/s are shown in Table 2 Table 4 provides figures of the power budget related to tap points and the
gze of the components used to implement them. Each tap point can be implemented by means of ether a coupler
or a 1x2 switch. Table 4 shows the overal volume occupied by the components, both couplers and switches,
implementing the required tap points for an optica packet switch operating with 8 useconds time frames.

A coupler splits the power of the incoming signd between the output signds; thus, the higher the power of the
tapped sgnd, the more the signa continuing through the optica memory is attenuated. Switches introduce a fixed
insartion loss. The last two columns of Table 4 shows the overdl attenuation resulting from the switches
implementing the tap points and total attenuation due to both switches and fiber, respectively, assuming a 0.6 dB
insertion loss per switch (a vaue published by JDS Uniphase for some of its components). The attenuation
introduced by either couplers or switches implementing tap points results in aneed for alarger number of amplifiers

and regenerators.

Buffer Size Number of Tap Coupler Switch Tap Insertion Total Attenuation
[MBytes] Taps Volume [Lt]  Volume [Lt] Loss [dB] (incl. Fiber) [dB]

22 2,200 0.8 4 1,320 2,024

128 12,800 4.5 22 7,680 11,776

256 25,600 9.0 44 15,360 23,552

1,000 100,000 35.3 173 60,000 92,000

Table 4: Linear O-RAM with 8 psecond time frames

D.2 Paralld O-RAM

Pardled O-RAMs are more widdy known as fiber delay lines (FDLS). As shown in Figure 4B), fibers of
different lengths are deployed to delay data units for different amounts of time. The delay experienced by data units
in a padld O-RAM has predefined granularity with the T; as the bagc time unit, which in turn determines the
optical memory granularity — eg., 10 KB. The number of pardld fibers needed to redize a pardld O-RAM
depends on the optical memory size divided by the granularity. The length of each fiber is determined by its delay
such thet the first fiber delays by 1-T;, the second fiber delays by 2-T;, and so on.



Optical Memory Size Fiber Length  Fiber Volume Spool Spool Weight

[MB] [Km] [m? Volume [m?] [Ton]
22 3,873,760 48 580 349
128 131,082,240 1,609 19,637 11,797
256 524,308,480 6,434 78,543 47,187
1,000  8,000,080,000 98,176 1,198,438 720,002

Table 5: Pardld O-RAM with 10 Gh/s optical channd delay line

Table 5 shows the physicd dimensons of the fiber needed to implement afew optical memory configurations for
asngle 10 Gb/s DWDM channdl, assuming that the optical memory has a 10 KB granularity. Note that the spool
weight of only 10 DWDM channds is more than the weight of the Great Pyramid of Khufu in Giza, which weighs 6
million tons. The memory for an optical packet switch with 1,000 DWDM channds will weigh 100 Khufu
pyramids. Obvioudy, given such “funny” numbers, pardld O-RAM isnot a practica optica memory gpproach.

E. Discussion

The current asynchronous packet switching paradigm is a well-established networking paradigm with redigtic
implementation based on optica transmission and dectronic switching. The al-optica redization of this paradigm
presents multiple challenges. This section analyzed the optical memory chalenge and showed that even though it is
well understood and in principle feasible, its implementation is not redigtic because of the opticd memory’s huge
physicd size.

It was further proved that optical random access memory (O-RAM) is time dependent and requires a Common
Time Reference— CTR. Aswill be shown in Section 1V, a CTR is not only required for redlizing O-RAM, but it is
a0 essentid for minimizing the amount of memory required per optical channd. Furthermore, by using time it is
possible to diminate the need for optica header processing, which is the main remaining chalenge for the redlization
of dynamic al-optical switching.

[11. TIME AND DYNAMIC OPTICAL NETWORKING

This section sudies the relationship between time measurements and scheduling in communications networks, in
generd, and dynamic optica networking, in particular. The broad approach is taken in order to provide the
rationde for the new dynamic optica networking architecture proposed in Section 1V. At the end of this section,
we discuss how SONET uses time and its scheduling differs from the one described here, thus making SONET not
suitable for dynamic optica networking.



A. Time Measurement

Mesasuring time between two events in the same location is performed locdly by counting periodic rotations of
various sorts. In ancient era the time was measured by counting the earth rotations, or, as some argued, the sun
rotations around the earth. Since then, the measurement of time has improved dramatically.

Measuring time between two events at two physicaly separated pointsis not smple, and it has been a subject of
extensve pursuit sSnce time immemoria. The necessary condition for such time measurement is to have a common
time reference. Again, in ancient era various celedid bodies were used, via complex measurements and

computations, as a common time reference.

Figure 3: Globd didribution of UTC through: GPS, GLONASS, Gdlileo, or TWTFT

Today, a common time reference has been established by the time-of-day internationad standard that is called
Coordinated Universal Time or UTC (ak.a. Greenwich Mean Time or GMT). Specificdly, time is measured
by counting the oscillations of the cesum atom in multiple locations. In fact, 9,192,631,770 oscillations of the
cesum atom define one UTC second. As shown in Figure 3, UTC is available everywhere around the globe from
severd digtribution systems, such as, GPS (USA satdllites system) [5], GLONASS (Russian Federation satellites
sysem) [6], and in the future by Gdlileo (European Union and Japanese satdllites system) [7]. There are other
means for distribution of UTC, such as, CDMA cdlular phone systems and a TWTFT (Two-Way Satdllite Time
and Frequency Transfer) [8] technique based on generd purpose communications satdllites.

B. Scheduling
Scheduling requires the ability to mesasure time. We consder scheduling with two time measurement methods:



1. Scheduling with locd time based measurements. The delay between nodes cannot be measured, and therefore,

the scheduling is based on local time. This method is used in circuit switching (eg., SONET), where the loca
clock accuracy is established by internationdl standards: Stratum 1, 2, 3, and 4 clocks In packet networks
scheduling with locd time is used by a number of queuing schemes, such as, for example, Weighted Fair
Queuing (WFQ).

2. Scheduling with UTC-based measurements. The delay between nodes can be measured by usng UTC and

scheduling can be based on UTC. Scheduling with UTC implies no clock dips or drifts, and consequently, very
smple implementation. UTC-based scheduling, possibly with very low accuracy, is used in every day life.

Periodic Schedule s Periodic
—% Schedule Schedule [

on Switch i . on Switch j
1 Time Cycle
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Thus, delay (optical memory) per switch =1 Time Cycle

Figure 4: Loca time based-scheduling
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Figure 5: UTC-based scheduling
Figure 4and Figure 5 are examples of the above two scheduling methods (without loss of generdity, the
propagation delay between Switch i and Switch | was ignored). In these examples, scheduling is periodic and time
is divided into time frames (TF) of predefined duration T;. For example, a time frame of 10 nmseconds is obtained
by dividing one UTC second by 100,000. For periodic scheduling ¢ time frames are grouped into time cycles; for

example, c=1,000 time frames of 10 pseconds create a 10 milliseconds time cycle.



C. Per Switch Delay and Optical Memory

Let’'s assume that two neighboring switches, Switch i and Switch j, perform a given task — eg., switching or
transmiting data units — during predefined time frames according to a schedule, Schedule s Schedule s repests
every time cycle, T, where T, = c3f;. In the examples in Figure 4and Figure 5§ T, = 8%, and Schedule s on
Switch i during time frameKk, is scheduled on Switch j during time frame (k+ 1) mod 8.

When the scheduling on Switch i and Switch | is based on locd time, the delay between Schedule son Switch i
and on Switch j is not known, and consequently, the delay between TF k and TF (k+1) mod c is not known.
Since the schedule repests every time cycle, the maximum delay between a TF on Switch i and the corresponding
TFon Switch j isonetime cycle, T..

When the scheduling on Switch i and Switch j isbased on UTC, the delay between Schedule s on Switch i and
on Switch j, isknown, and consequently, the delay between TF k and TF (k+ 1) mod c is known. As a result, the
maximum time between the execution of the aforementioned task in Switch i andin Switch j is one time frame — Ty
(which results from quantization delay — because the actua data unit propagation delay between the two switches
is not an integer number of time frames). Since data units need to be stored while waiting for the task execution in
Switch j, the time between the two task exectutions determines the amount of (optica) memory required within the

switches.

D. SONET

SONET switches operate according to a reoccurring schedule that, as was mentioned before, is based on aloca
clock; consequently, data traversing a SONET switch are delayed up to a whole time cycle. Due to byte-by-byte
channel multiplexing, the SONET time cycle is the time between the transmisson of two successve bytes of the
same channd. For example, the time cycle — hence the scheduling delay — of an STS-1 switch with OC-48
interfaces is 125/48 = 2.6 s.

As pointed out earlier, byte-by-byte de-multiplexing of STS-N frames into multiple STS-1 frames cannot be
done in the optica domain. Consequently, in order to implement SONET-based dynamic optical switching, each
incoming byte must be independently switched from input to output. This requires, for OC-192 channels, byte-by-
byte optica processing and switching time well below 100 picoseconds, which is far beyond current technology.

In order to overcome the picosecond accuracy requirements, a SONET look-alike might be devised in which the
multiplexed one byte dot Sze is increased by a factor of x. However, snce SONET scheduling uses local time
measurements, thiswill imply afactor of x increase in the time cycle, and consequently, in the per switch delay and
cost optica memory.



Note that increasing the dot sze of SONET by a factor of x will anyway not diminate the need for opticd
processng of the overhead information, such as, time multiplexing pointers. These pointers are needed since loca

time measurements on different switches are contiguoudy drifting from one another.

V. FI S: THENETWORK ISTHE M EMORY

This section presents fractional lambda switching (FI SO) and darifies why it is a viable dynamic optical
networking solution. H SO dynamically alocates fractions of an optica channd (j.e., lambda) over predefined
routes in the network. Each lambda fraction, or fractional lambda pipe (FI PO), is equivaent to aleased line in
creuit switching.

A. The Memory isthe Network

There are severa ways to explain the operation principles of H S; in the context of this paper, the most natura
way appears to be describing FI S asan opticd memory that is distributed over the network, as shown in Figure 6.
More specificaly, such a network can be viewed as a mesh of linear O-RAMs (see Figure 2A)) where the taps

are optica switches.

In fact, as described in Section 11.D.1, a linear O-RAM is implemented by connecting a sequence of optical
switches via fixed length fibers, each switch providing access to a stored data unit a a given time. (In genera an
optical packet conssts of a predefined number of data units.) Propagation through a fixed length fiber requires a
condant time: one time frame—T;.

Didtributing the opticd memory over the network requires the following changes:

1. The propagation delay between two adjacent taps or optica switches should be an integer number of time
frames.

2. The 1-by-2 taps or optical switches are replaced with N-by-N optical switches in order to enable the
redization of an arbitrary topology.
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Figure 6: A mesh of linear O-RAMsforming an Fl SO network

As depicted in Figure 2(A), the operation of the optica switches implementing a linear O-RAM requires a
Common Time Reference (CTRO) in order to guarantee proper operation. Providing a CTR in one box issimple,
but doing it over a network is less obvious. However, since UTC is available globally, it can be used as CTRO for
FI SO networks. As discussed in Section 111.A, UTC is distributed on a global scale by various systems (see
Figure 3).

B. Realization of Dynamic Optical Switching with FI SO
B.1 Fl SPrinciplesof Operation

Fractional lambda (I ) switching (FI S) is based on Pipdine Forwarding (PFO ) of time frames, whose
basic operation principle is shown in Figure 7. PF provides FES with the necessary features that enable its dl-
optical implementation, such aslittle or possibly no demand for memory and header processing. PF is based on the
following principles

1. Switching of time frames: (i) each time frame has a predefined duration and contains a payload with a

predefined size (i.e., number of bytes), (i) between two successive payloads there is a safety margin or idle
time of a predefined duration, and (iii) the payload of atime frame is switched as awhole from input to output.
2. ldletimeor safety margin between two successive payloads is used to change the switching matrix of the

optical switch so that the payload of each time frame of a given optical channd can be switched to a different
outpuit.
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Figure 7: Pipdine Forwarding (PFO ) of time frames
CTR isUTC andiscoupled to al the (optical) switches. The UTC second is divided into a predefined number
of equd duration time frames—Tr—as shown in Figure 8. Time frames are grouped into time cycles and time
cycles are grouped into super cycles, wherein the super cycleis equa to one UTC second, as shown in Figure
8.
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Figure 8: CTRO with time frames T; = 12.5 n's
Alignment of all received time frames to UTC, such that the delay between inputs of adjacent optical

switching fabrics (and consequently, between the inputs of any two optica switching fabrics) after dignment is

an integer number of time frames, as shown in Figure 6 The aignment operation is performed before the

optica switching, asshown in Figure 9.
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Figure 9: Incoming time frames are digned with UTC before reaching the optical switching fabric
5. Periodic switching pattern through the optical switching fabric, which repeats every time cycle or super

cycle. In other words, during every time frame within a time cycdle (or super cycle) the optica switching fabric
has a predefined input/output configuration and the sequence of input/output configurations repeets every time
cycle (or super cyde). Thisimplies that for every time frame within atime cycle (or super cyde) the time frame
payload is switched to a predefined outpuit.

B.2 Pipdine Forwarding (PFO ) over a Fractional I Pipe(FI PO)

A frectiond | pipe (FI P), p, is defined dong a path of successve A S switches: S(1), S(2), ... , S(K) such
that, the forwarding of atime frame dong p has a predefined schedule. More specificaly, let
() thedday, intimeframes, between successve inputs of the optical switching fabricaong pbed; 5, dz3, ... , de

1k
(i) thetime cycle and super cycle duration be ¢ and s time frames, respectively, and
(iii) the scheduling per H P repeat itself every ¢ (s) time frames.
Then, atime frame forwarded aong path p from S,(1) at to will be forwarded by S,(2) at (to+d,,2) mod ¢, by Si(3)
at ty+dy »+d; 3 (Mod ¢ (9)), and so on; and will reach the last switch of p, Sy(k), at t+d; +dy 5t+...+di1k (Mod €
(9)).

The capacity alocated per H P is determined by the number of alocated time frames in every time cycle (or
super cycle). For example, if =100 and one time frame per time cycle isdlocated for an Fl P, then the capacity of
the Fl Pis1/100 of the optical channe capecity.

Due to Pipdine Forwarding (PF), if dl A Ps are unchanged, the switching and forwarding operations dong dl
FI Ps a dl time frames are known in advance in a reoccurring order every time cycle or super cycle.

Consequently, al switches know in advance the switching and forwarding operations that are to be performed



during every time frame. The deterministic operation of PF makes H S suitable for interactive and non-interactive
multimedia gpplications [9] and group communications [10] on agloba scale.
C. CTR/UTC accuracy

The CTR accuracy, and hence UTC accuracy, requirement has a direct impact on cost, stability, and
implementation complexity. The idle time between the payloads of two successve time frames sarves two
objectives. (i) to dlow enough time for the optical switching fabric to be reconfigured, and (i) to provide a time
frame ddimiter. When a time frame ddimiter exists, the UTC accuracy requirement is £%40 (i.e.,, UTC£1/2%X10
nseconds to 125 nseconds)). The reason for such a relaxed requirement is that the UTC is not used for detecting
the time frame boundaries, as they are detected by the idle times. Consequently, the only function of UTC is
enabling the correct mapping of the incoming time frames from the optica channd to the CTR time frames. It is
essy to show that up to 34 ; timing error can be tolerated while maintaining the correct mapping of time frames.

Today, atime card with 1 pps (pulse per second) UTC from GPS with accuracy of 10-20 nsis avallable from
multiple vendors. The card is small and costs $100-200. By combining UTC from GPS with loca Rubidium or
Cesum clocksit is possible to have a correct UTC (x1 nmsecond) without an externd time reference from GPS for
days (with Rubidium clock) and months (with Cesium clock).

V. DisCcussiON

The evduation of the opticd memory required has shown that, due to opticd memory limitaions, the
asynchronous packet switching paradigm could not be redized in the opticad domain. Fractiond | switching
(FI SO) was proposed as a switching paradigm that minimizes the need for optical memory. Moreover, B S
reduces the complexity of switching and diminates the need for header processing, whichis a mgor open problem.
Thus, H Sisasredizable as gatic whole | switching and consequently dynamic dl-optical networking with H Siis
viable with gtate of the art optical components.

FI S uses a global common time reference (CTRO), which is redized with UTC (Coordinated Universd
Time), to implement pipeline forwarding (PFO ) of time frames, virtua containers of 5-20 Kbytes each. Pipdine
forwarding, over ameshed H S network, requires that the delay between any two switching fabric inputs be an
integer number of time frames, which is redized with an alignment to CTR operation before each switching fabric
input. Since the time frame boundaries are explicitly identified, a relaxed CTR accuracy of less than one hdf of a
time frame suffices,

Dynamic optica networking with A S: () provides scaable switching with minimum complexity (i.e, Banyan
network) — thereby solving the switching bottleneck, (ii) provides minimum complexity aggregation and grooming in



the time domain — thereby solving the link bottleneck at the edges of the network, and (ii) is compatible with

current public standards, such as IPP/MPLS and related protocols.

The efficient and deterministic bandwidth provisoning of H S enables the optical core to be extended towards

the edges of the network in the metro and enterprise, thus confining costly header processing to the low capacity

periphery. Thefractiond | pipes (FI Ps) redized in H S networks have the same deterministic characteristics as
leased linesin SONET and circuit emulation in ATM. Consequently, H S diminates the need for SONET that, as
was discussed, cannot be implemented in the opticad domain.
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