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A B S T R A C T

Based on an idea by Kosmulski, Franceschini et al. (2012, Scientometrics 92(3), 621–641) propose to classify a publication as “successful” when it receives more citations than a specific comparison term (CT). In the intention of the authors CT should be a suitable estimate of the number of citations that a publication — in a certain scientific context and period of time — should potentially achieve. According to this definition, the success-index is defined as the number of successful papers, among a group of publications examined, such as those associated to a scientist or a journal. In the first part of the paper, the success-index is recalled, discussing its properties and limitations. Next, relying on the theory of Information Production Processes (IPPs), an informetric model of the index is formulated, for a better comprehension of the index and its properties. Particular emphasis is given to a theoretical sensitivity analysis of the index.

© 2012 Elsevier Ltd. All rights reserved.

1. Introduction

Kosmulski (2011) recently proposed to classify a paper as “successful” when receiving more citations than those made. Developing this idea, he introduced a new indicator called Number of Successful Papers (NSP), which makes it possible to “isolate” a subset of publications, defined as successful papers, among a group of publications examined—e.g. those associated to a scientist or a journal. Apart from being relatively simple and intuitive, NSP enables cross-field normalization at the level of individual publication. In fact, the number of citations (or references) made is used as an indicator of citation propensity — acting as a comparison/normalization term — for normalizing the citations received by the paper itself. One of the greatest advantages of NSP is that it can be applied to groups of heterogeneous papers, in terms of scientific (sub-)field, e.g. the overall scientific output of researchers affiliated to different departments or different research institution, etc.

Considering NSP from a broader perspective, it can be seen that—given a generic set of publications—this indicator allows to select an “elite” subset. This selection can also be made by other indicators in the literature: e.g. let us consider the h-core approach (Hirsch, 2005), the selection by the π-indicator (Vinkler, 2011), the characteristic scores and scales (CSS) method (Glänzel, 2011), the ESI’s Highly Cited Papers method (ISI Web of Knowledge, 2012), or many others (Bornmann et al., 2012; Plomp, 1990; Tijssen, Visser, & Van Leeuwen, 2002). We remark that, differently from NSP, the aforementioned methods require that the sets of publications examined are preliminarily divided into scientific disciplines. Also, some of these methods rely on superimposed classifications such as ISI subject categories.

Unfortunately, the formulation of NSP has two main drawbacks: (1) for a certain publication, the estimation of the propensity to cite of analogous papers within the same scientific field is ineffective in terms of statistical significance, and (2) NSP is prone to manipulation since an author, for having the largest possible NSP, may be tempted to “economize” on
the list of references (Franceschini et al., 2007). For more information on these issues, we refer the reader to Franceschini, Galetto, Maisano, and Mastrogiacomo (2012).

Franceschini et al. (2012) suggested to modify NSP into the success-index (hereafter abbreviated as s-index) by introducing a comparison term (CT) which is an indicator of propensity to cite, determined on the basis of a reference sample of publications. For a generic group of papers, the s-index is defined as the number of papers with a number of citations greater than or equal to CT, i.e. a generic comparison term associated to the i-th publication. We underline that CT is an estimate of the number of citations that a publication—in a certain scientific context and period of time—should potentially achieve.

With the aim of formalizing this definition, a score is associated to each of the (P) publications of interest:

\[
\begin{align*}
\text{score}_i = 1 & \text{ when } c_i \geq CT_i \\
\text{score}_i = 0 & \text{ when } c_i < CT_i
\end{align*}
\]

where \( c_i \) are the citations received by the \( i \)-th publication. This achievement determines the condition of success. In this sense, CT embodies the concept of potential citation impact by Moed (2010b). The s-index is given by:

\[
s\text{-index} = \sum_{i=1}^{P} \text{score}_i
\]

Of course, determining the “(non-)success status” of an individual paper should not be intended as a comprehensive assessment of quality. Nevertheless, this does not mean that counting the number of papers from a set above/below some appropriate citation thresholds could not provide useful information. Also, this is the basic idea of the highly cited publications indicator, theorized by Waltman and van Eck (2012).

From the above definition, it is also evident how critical the construction of CT is. Three are the major “margins of actions” in this operation:

1. Defining the procedure for selecting the reference sample of publications. Possible approaches are: (i) the selection of papers published by the same journal, (ii) the use of superimposed classifications such as ISI subject categories (Waltman, van Eck, van Leeuwen, Visser, & van Raan, 2011; Waltman, Yan, & van Eck, 2011), (iii) or the implementation of “adaptive” techniques in which the sample is determined considering the “neighbourhood” of the publication(s) of interest—typically consisting of the set of publications citing or being cited by them (Jackson & Rogers, 2007; Leydesdorff & Shin, 2011; Moed, 2010b, 2010a)—etc.
2. Deciding whether to consider (i) the distribution of the number of references made or (ii) the distribution of the citations received by the publications of the reference sample.
3. Identifying a suitable (central tendency) indicator for obtaining CT from the distribution of interest, e.g. mean, median, harmonic mean, percentiles, etc.

It is worth remarking that these three issues are valid for the construction of a generic field-normalized indicator, not necessarily the s-index. We also remark that the first issue is particularly critical and currently much debated among bibliometricians.

There are several possible options for defining CT, for instance by:

- the average (or median) number of references made by the articles published in the same journal and year of the publication concerned. The assumption behind this construction is that articles published in the same journal are reasonably similar in terms of citation propensity.
- the average (or median) number of references made/received by a sample of publications representing the “neighbourhood” of the publication concerned. In this case, the assumption is that “neighbouring” articles are reasonably similar in terms of citation propensity.

Retracing the steps taken with other bibliometric indices (in particular the h-index), this paper proposes an informetric model for the s-index relying on the theory of Information Production Processes (Egghe & Rousseau, 2006).

The model presented is based on Lotka’s law and may be useful for a deeper understanding of the indicator features and potential.

The remaining of the paper is organized into four sections. Section 2 recalls Lotka’s law and other basic notions used for developing the model. Section 3 presents a simplified informetric model of the s-index, under the assumption that the publications of interest are all within the same discipline, with the same citation propensity. Particular attention is given to (i) the differences between the h and the s-indices and (ii) a method for estimating the sensitivity of the s-index. In Section 4, the model is refined and extended to a more realistic case of a set of heterogeneous papers in terms of scientific fields. Finally, the conclusions are given, summarizing the original contributions of the paper.
2. Law of Lotka

Information Production Processes (IPPs) are all those general frameworks in which there are sources “producing” items (Egghe, 1990; Egghe & Rousseau, 1990). Authors and their publications, journals and their articles, article and their citations, books and borrowings, websites and hyperlinks are just few examples of IPPs. In general, each IPP can be described by means of a size-frequency (or a rank-frequency) density function \(f(j)\) expressing the number of sources “producing” \(j\) items (Egghe & Rousseau, 1990; Egghe, 2005a). One of the most popular frequency function is the law of Lotka:

\[
f(j) = \frac{K}{j^a}
\]  

(K > 0, \(a > 1\) (Lotka, 1926). In IIP theory, the Lotka function expresses the number of sources (articles) with exactly \(j\) items (citations). We remark that, according to the definition in Eq. (3), uncited publications are not modelled, i.e. \(f(j=0)\) is not defined.

Although many other informetric laws which apparently can guarantee better fits in particular cases have been proposed, the Lotka function (Eq. (3)) is the simplest and probably the most used one. Being able to explain many regularities, it is considered a sort of “axiom” within IIP theory (Egghe, 2009).

From Eq. (3) it can be deduced that \(K\) represents the number of sources (articles) with exactly 1 item (citations). In other terms

\[
f(1) = \frac{K}{1^a} = K
\]  

In bibliometrics, according to its parameters, Lotka’s law allows to describe the distribution of citations of different groups of papers.

3. The s-index in Lotkaian systems

This section introduces a simplified modelling of the \(s\)-index, assuming to analyze a homogeneous group of papers, i.e. a group of papers belonging to the same discipline of interest. Under this hypothesis the \(CT\) is the same for all the papers. This assumption will be relaxed later in Section 4.

According to its definition, in a Lotkaian system the \(s\)-index can be seen as

\[
s = \sum_{j=CT}^{\infty} f(j) = \sum_{j=CT}^{\infty} \frac{K}{j^a}
\]  

In the theory of Lotkaian informetrics a common choice is to replace the discrete Lotka function with a continuous variant of Eq. (3), generally denoted with \(\varphi\). The continuous Lotka function \(\varphi\) is given by a power function of a continuous variable \(j \geq 1\):

\[
\varphi(j) = \frac{k}{j^a}
\]  

where \(k > 0, a > 1\). The use of the continuous instead of the discrete function comes to the fact that it is easier to evaluate derivatives and integrals than discrete differences or sums (Egghe, 2005b). While recognizing the benefits of this approximation, Egghe (2005b) warns about its implications.

Conforming to this convention, the \(s\)-index can thus be expressed in an integral form as

\[
s = \int_{CT}^{\infty} \varphi(j)\,dj = \int_{CT}^{\infty} \frac{k}{j^a}\,dj
\]  

Eq. (7) can be easily solved as

\[
s = \int_{CT}^{\infty} \frac{k}{j^a}\,dj = \frac{k}{1-a}j^{(1-a)} \bigg|_CT^\infty = \frac{k}{1-a}CT^{(1-a)}
\]  

Even if \(k\) is very similar to \(K\) (see Eq. (4)), compared to this latter it loses any “physical” meaning. In order to include in the formula parameters and variables with a practical significance, it can be useful to operate a change of variable. Let \(P\) be the total number of productive sources (articles), i.e. the number of sources (articles) with at least one item (citation). Then \(P\) can be evaluated as

\[
P = \int_{1}^{\infty} \varphi(j)\,dj = \int_{1}^{\infty} \frac{k}{j^a}\,dj = \frac{k}{1-a}
\]  

Eq. (9) can be combined with Eq. (9) providing that

\[
s = \frac{P(\alpha - 1)}{\alpha - 1}CT^{(1-a)} = \frac{P}{CT^{(a-1)}}
\]
As might be expected, this equation shows how the \( s \)-index is directly proportional to \( P \), i.e. the number of productive sources. In contrast, it can be noticed that when CT grows, the \( s \)-index obviously tends to decrease (\( \alpha > 1 \)).

As an alternative, the model of Eq. (10) can be revised considering the total number of items (citations) instead of the number \( (P) \) of productive sources (articles). The sources with exactly \( j \) items are \( f(j) \), thus the total number \( (C) \) of items (citations) can be obtained as the summation from one to infinity of the product \( jf(j) \). If \( \alpha > 2 \), in the continuous case \( C \) can be estimated as (Egghe, 2005b, 2007):

\[
C = \int_{1}^{\infty} jf(j) \, dj = \int_{1}^{\infty} \frac{k}{f^{\alpha-1} j} \, dj = \frac{k}{\alpha - 2} \tag{11}
\]

Eq. (11) can be combined with Eq. (9), modifying Eq. (10) into

\[
s = \frac{C(\alpha - 2)}{\alpha - 1} C^{(1-\alpha)} = \frac{C(\alpha - 2)}{(\alpha - 1)C^{\alpha-1}} \tag{12}
\]

It is worth remarking that Eq. (12) is valid if and only if \( \alpha > 2 \). However, Egghe relaxes this constraint proposing a more general relation between \( C \) and \( P \). For further details refer to Theorem II.3.1 in Egghe (2007).

Another possibility to relate \( C \) and \( P \) is to use Heaps’ law or Herdan’s law (Ye, 2011). However, even if the latter approach brought fair results, it has been proved to be valid only for large values of sources, i.e. when \( P \gg 0 \) (Egghe, 2007).

3.1. The relation between the \( h \)-index and the \( s \)-index

One of the most debated and widely used bibliometric indexes is the \( h \)-index (Hirsch, 2005; Egghe et al., 2006; Franceschini & Maisano, 2010a, 2010b). It is defined as “the number \( h \) such that, for a general group of papers, \( h \) papers received at least \( h \) citations while the other papers received no more than \( h \) citations” (Hirsch, 2005). Egghe and Rousseau (2006) extended the definition of the index to the more general framework of IPPs, providing a model of the index based on the Lotka’s law:

\[
h = P^{1/\alpha} \tag{13}
\]

This model allows to easily find the relation between \( h \) and \( s \). Combining Eqs. (10) and (13), the \( s \)-index can be stated as:

\[
s = \frac{h^\alpha}{CT^{\alpha-1}} \tag{14}
\]

This model is not surprising: \( s \) increases with the \( h \)-index through an exponential relation:

\[
ds = \frac{ah^{\alpha-1}}{CT^{\alpha-1}} \, dh \tag{15}
\]

Under the assumption of continuity of the two indexes, Eq. (15) says that the substitution rate between the two indexes is not constant over the \( h \)-domain, since it depends on the \( h \)-value.

Even if the modelling relies on the assumption of continuity, here follows a discrete example aimed at further clarifying the meaning of Eq. (15). Consider the case in which \( CT=20 \) and \( \alpha=2 \). If \( h=15 \), Eq. (15) says that a unitary increase in the \( h \)-index corresponds to a 1.5 increase in the \( s \)-index. On the other hand, when \( h=10 \), a unitary increase in the \( h \)-index results into an equal increase of the \( s \)-index.

This can be also deduced by Corollary C presented by Egghe et al. (2006), where the \( h \)-index is related to the number of citations (\( C \)) as:

\[
h = \left( \frac{\alpha - 2}{\alpha - 1} C \right)^{1/\alpha} \tag{16}
\]

While the \( s \)-index linearly depends on the number of citations (see Eq. (12)), \( h \) is proportional to its \( \alpha \)-th root (Eq. (16)). Considering \( CT \) and \( \alpha \) as constant and differentiating Eqs. (12) and (16) one obtains:

\[
dC = CT^{\alpha-1} \frac{\alpha - 1}{\alpha - 2} \frac{ds}{dh} = b \cdot ds
\]

\[
dC = ah^{\alpha-1} \frac{\alpha - 1}{\alpha - 2} \, dh = a \cdot h^{\alpha-1} \cdot dh \tag{17}
\]

with \( a = \alpha(\alpha - 1/\alpha - 2) \) and \( b = CT^{\alpha-1}(\alpha - 1/\alpha - 2) \). Eq. (17) says that the higher \( h \), the greater is the effort (in terms of citations) to increase it, whereas this does not hold for the \( s \)-index. Fig. 1 qualitatively synthesizes this concept, in the discrete domain.

3.2. Sensitivity analysis of the model

This section proposes a sensitivity analysis of the model. A question arising from the definition of the \( s \)-index is: “What are the effects of variations in \( CT \)?”
\[ s = s_{CT} + \frac{\partial s}{\partial CT}(CT - \mu_{CT}) + \frac{\partial s}{\partial \alpha}(\alpha - \mu_{\alpha}) + \frac{\partial s}{\partial P}(P - \mu_{P}) + R \]  
\[ s = s_{CT} + \frac{\partial s}{\partial CT}(CT - \mu_{CT}) + \frac{\partial s}{\partial \alpha}(\alpha - \mu_{\alpha}) + \frac{\partial s}{\partial P}(P - \mu_{P}) + R \]  

where \( R \) represents the higher order terms.

Neglecting the terms of higher order, it is possible to apply the expected value and variance operators to Eq. (18) to obtain:

\[ \mu_s \approx \frac{\mu_P}{\mu_{CT}^{\mu_{\alpha}^{-1}}} \]  
\[ \sigma_s^2 \approx \left( \frac{\mu_P(1 - \mu_{\alpha})}{\mu_{CT}^{\mu_{\alpha}^{-1}}} \right)^2 \sigma_{CT}^2 + \left( \frac{-\mu_P \ln(\mu_{CT})}{\mu_{CT}^{\mu_{\alpha}^{-1}}} \right)^2 \sigma_{\alpha}^2 + (\mu_{CT}^{1-\mu_{\alpha}})^2 \sigma_{P}^2 \]  

being \( \sigma_{CT}, \sigma_{\alpha}, \sigma_{P} \) the standard deviations related to \( CT, \alpha \) and \( P \). It can be noticed that, in Eq. (19), the random variables of Eq. (10) are replaced by their expected values.

Focusing on the uncertainty contributions due to \( CT \), and assuming an average value for \( \alpha \) around 2, Eq. (20) can be simplified into:

\[ \sigma_s^2 \approx \left( \frac{\mu_P}{\mu_{CT}^{2}} \right)^2 \sigma_{CT}^2 \]  

The variance of \( s \) depends on that of \( CT \) through a propagation coefficient \( \left( \frac{\mu_P}{\mu_{CT}^2} \right)^2 \). The analysis of this coefficient suggests some interesting considerations:

- the higher the expected value of \( CT \), the lower the uncertainty of \( s \)-index;
- conversely, the greater the number of productive papers \( (P) \), the greater the uncertainty of the \( s \)-index.
Fig. 2. Qualitative reading of the s-index: the s-index can be seen as the area subtended by the Lotka’s Law curve from CT to infinity. Given a fixed variability range of CT, the higher is CT the lower is its propagation.

Table 1
Parameters used for simulating a Lotkaian distribution of publications/citations. These are the parameters representing author’s institution. The values are obtained from Scopus limiting the results to the articles published in 2008.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>P</td>
<td>718</td>
</tr>
<tr>
<td>C</td>
<td>6641</td>
</tr>
<tr>
<td>α</td>
<td>2.12</td>
</tr>
</tbody>
</table>

The first consideration is probably the most interesting since it establishes a relationship between the variability of the s-index and that related to CT. This consideration may also be qualitatively explained by observing Fig. 2: the s-index can be interpreted as the area of the “right tail” of the Lotka’s law curve. Given a certain variability range (±Δ) in the definition of CT, the corresponding range in the definition of the s-index may be read as the area subtended by the Lotka’s law curve from CT − Δ to CT + Δ. From Fig. 2 it is evident that the higher the value of CT, the lower this area.

To confirm the results obtained, a simple Monte Carlo simulation is proposed. A Lotkaian distribution of publications/citations is numerically generated, according to the parameters reported in Table 1.

Next, referring to this distribution, the s-index is calculated, varying the CT. Since CT is generally defined as the average number of citations received or made by a reference sample of papers, we assume that it is normally distributed (cf. central limit theorem), with mean equal to \( \mu_{CT} \in \{10, 11, \ldots, 30\} \) and standard deviation equal to one. For each value of \( \mu_{CT} \), five thousand CT values are simulated and, for each one of them, the s-index is calculated. This way, it is possible to estimate the variance of s. The comparison between the variance obtained through the Monte Carlo simulation and that obtained by Eq. (20) is shown in Fig. 3.

Fig. 3 shows a relatively good agreement between the \( \sigma^2 \) values obtained by the numerical simulation and those obtained by Eq. (20).

Similar results can be obtained by numerically generating a Paretoian (instead of Lotkaian) distribution of publications/citations.

It has to be remarked that these results are obtained keeping constant all the parameters of Lotka’s Law (i.e. P, C and α), except CT.

Both the Monte Carlo simulation and the analytical approach give evidence that the higher CT, the lower the variance of the s-index. It is worth remarking that a too large CT value would tend to reduce the s-index’s discrimination power. For example, in a paradoxical scenario in which CT is infinitive, the s-index will virtually be zero with no uncertainty (see Eqs. (10) and (21)). This aspect is also clear observing the partial derivative of s with respect to CT, obtained from Eq. (10):

\[
\frac{\partial s}{\partial CT} = \frac{(1-\alpha)P}{CT^\alpha}
\]

Eq. (22) suggests that when increasing CT, s tends to asymptotically stabilize around the value of zero.
These remarks highlight how delicate is the choice of a proper CT when constructing the s-index: CT has to be sufficiently large in order to reduce the uncertainty of s, but not too much, otherwise this would make the s-index useless.

4. Multi-field model

Unlike the h-index, the s-index can be applied to multidisciplinary groups of papers, not necessarily requiring that they are preliminarily divided into scientific fields (Franceschini et al., 2012). There is a large evidence, in the literature, of the fact that different research disciplines show different propensity to the practice of citation (Garfield, 1979). To this purpose, the s-index adapts the concept of successful article to the definition of a specific comparison term CT. Articles from different fields are therefore likely to have different CTs, which — by definition — are intended to be “estimates of the citations that a new publication would be likely to receive in the field of interest” (Franceschini et al., 2012).

How can we compare scientists belonging to different scientific fields? The s-index allows this comparison being CT variable from field to field. Even a single researcher, in his professional life, can do research in different fields. In this case, the s-index can be seen as the sum of the successful papers belonging to each field of interest. Thus, the model proposed in Eq. (10), can be extended as:

$$s = \sum_{i=1}^{N} s_i = \sum_{i=1}^{N} \frac{P_i}{\alpha_i^{\mu_{CT} - 1}}$$

(23)

where $s_i$ is the number of successful paper in the i-th field of interest, $P_i$ is the total number of productive sources (i.e. articles with at least one citation) in the i-th field of interest, $\alpha_i$ is the constant of Lotka’s law applied to each field of interest and $N$ is the number of different fields of interest.

In a more realistic case in which scientific fields are not necessarily delineated and each of the ($P$) articles of interest has its specific $CT_i$, Eq. (23) turns out to be:

$$s = \sum_{i=1}^{P} \frac{1}{\alpha_i^{\mu_{CT} - 1}}$$

(24)

Similar considerations to those expressed in Section 3 hold for Eqs. (23) and (24). Being the “multidisciplinary” s-index a summation of $P$ different terms, the variance operator can be applied to Eq. (24), resulting in:

$$\sigma_s^2 \approx \sum_{i=1}^{P} \left(\frac{1}{\mu_{CT}^{\mu_{CT}-1}}\right)^2 \sigma_{CT_i}^2$$

(25)

In other terms, the assessment of the s-index is naturally affected by the combined uncertainty on the estimate of all $CT_i$s.
5. Conclusions

This paper considers the s-index in the framework of Information Production Processes (IPPs) with particular reference to the context of articles (sources)-citations (items). In Lotkaian systems the index can be modelled as:

\[ s = \frac{N}{\sum_{i=1}^{N} P_i / C_i^{\alpha_i - 1}} \]

where \( N \) is the total number of productive sources (articles), \( C_i \) is the comparison term related to the i-th field of interest, \( \alpha_i \) is the constant of Lotka's law applied to each field of interest and \( N \) is the number of different fields of interest.

The proposed model allows an operational comparison between the s-index and the h-index highlighting a particularly interesting aspect: while the h-index tends to vary exponentially with the number of citations (C) and publications (P), the s-index depends linearly on the two variables.

The sensitivity analysis of the s-index is one of the interesting aspects of the research herein presented. It shows that the uncertainty of \( CT \) can affect the value of s-index significantly. In particular, the lower the value of \( CT \), the more serious may be the effects on the evaluation of s.

Future developments go towards constructing an hybrid model of the indicator, relying on other laws such as Herdan/Heaps' or Zipf's law. At the price of complicating the analysis, such approaches have proven to be effective for modelling other bibliometric indicators (Schubert & Glänzel, 2007; Ye, 2011).

References


