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ABSTRACT

In the big data era, new technologies and powerful analytics make it possible to collect and analyse large amounts of data in order to identify patterns in the behaviour of groups, communities and even entire countries.

Existing case law and regulations are inadequate to address the potential risks and issues related to this change of paradigm in social investigation. This is due to the fact that both the right to privacy and the more recent right to data protection are protected as individual rights. The social dimension of these rights has been taken into account by courts and policymakers in various countries. Nevertheless, the rights holder has always been the data subject and the rights related to informational privacy have mainly been exercised by individuals.

This atomistic approach shows its limits in the existing context of mass predictive analysis, where the larger scale of data processing and the deeper analysis of information make it necessary to consider another layer, which is different from individual rights. This new layer is represented by the collective dimension of data protection, which protects groups of persons from the potential harms of discriminatory and invasive forms of data processing.

On the basis of the distinction between individual, group and collective dimensions of privacy and data protection, the author outlines the main elements that characterise the collective dimension of these rights and the representation of the underlying interests.
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1. **Introduction and scope of the analysis**

Big data analytics make it possible to infer predictive information from large amounts of data in order to acquire further knowledge about individuals and groups, which may not necessarily be related to the initial purposes of data collection. Moreover, analytics group people together by their qualitative attributes and habits (e.g. low-income people, “working-class mom”, “metro parents”) and predict the future behaviour of these clusters of individuals.

This approach is adopted, for instance, by some health insurance companies, which extract predictive information about the risks associated with segments of clients on the basis of their primetime television viewing, propensity to buy general merchandise, ethnicity, geography or use of mail order buying.

In these cases, predictions based on correlations do not only affect individuals, which may act differently from the rest of the group to which have been assigned, but also affect the whole group and set it apart from the rest of society. An example in this sense is provided by the “neighbourhood’s general credit score” adopted by credit companies, which induces companies to provide opportunities for people living in a given neighbourhood in a way that bears no relationship to their individual conditions, but is based on the aggregate score of the area.

These issues are not new and may be considered the effect of the evolution of profiling technologies, in a context characterised by an increased volume of information available and powerful software analytics. Nevertheless, previous forms of categorisation and profiling were based on a few standard variables (e.g. sex, age, family income, marital status, place of residence); therefore, their predictive ability was limited. Today, big data analytics use hundreds of different variables to infer predictive information about groups of people and, in many cases, these variables concern aspects that are not clearly related to the final profiles created by analytics.

Moreover, users are often unaware of these forms of data analysis and of the impact that some information may have on their membership of one or another group created by analytics. Finally, decision makers use the outcomes generated by big data analytics to take decisions that affect individuals and groups, without allowing them any participation in the process, which remains primarily based on obscure data management and frequently takes place in situations of imbalance between data gatherers and data subjects.

In the light of the above, the use of big data analytics creates “a new truth regime”, in which general strategies are adopted...
on a large scale on the basis of representations of society generated by algorithms, which predict future collective behaviour. These strategies are then applied to specific individuals, given the fact that they are part of one or more groups generated by analytics.

The use of analytics and the adoption of decisions based on group behaviour rather than on individuals are not limited to commercial and market contexts. They also affect other important fields, such as security and social policies, where a different balancing test should be applied, given the importance of public interest issues.

One example of this is provided by predictive policing solutions like “PredPol”, a software used by US local police forces to anticipate, prevent and respond more effectively to crime, on the basis of cross check data, places and techniques of recent crimes. PredPol and similar software are able to predict future crimes and their location, but they also induce a “self-fulfilling cycles of bias”. This is due to the fact that police departments allocate more resources to the areas suggested by analytics and this increases crime detection at local level, with the result of reinforcing the original prediction. At the same time, a reduced police presence in other areas reduces crime detection and produces an adverse prediction for these areas.

The consequence of these software solutions is a potential geographical discrimination, which might not directly affect individuals, but has an impact on local communities in terms of social stigma or inadequate provision of police services. In this sense, there is a collective interest in a correct and accurate use of data.

These scenarios show the collective dimension of decisions adopted using data analytics and their potential bias. Against this background, Korzybski’s statement “a map is not the territory” sums up the focus of this article. The logic of the author of the map, the way in which the territory is

---


14 See Federal Trade Commission (n 2) IV–V (“Potentially sensitive categories include those that primarily focus on ethnicity and income levels, such as ‘Urban Scramble’ and ‘Mobile Mixers,’ both of which include a high concentration of Latinos and African Americans with low incomes. Other potentially sensitive categories highlight a consumer’s age such as ‘Rural Everlasting,’ which includes single men and women over the age of 66 with ‘low educational attainment and low net worths,’ while ‘Married Sophistcates’ includes thirty-something couples in the ‘upper-middle class... with no children’”). See also Bollier (n 1); Hildebrandt, ‘Profiling: From Data to Knowledge. The challenges of a crucial technology’ (n 6) 549–550.


represented and the potential errors of representation can produce different maps of the same territory. Maps are not neutral. In the same way, in social investigations, the strategies used to group data, the logic of big data analytics and their potential bias have an influence on the final representation of groups and society.15

This “categorical” approach characterising the use of analytics leads policymakers to adopt common solutions for individuals belonging to the same cluster generated by analytics. These decisional processes do not consider individuals per se, but as a part of a group of people characterised by some common qualitative factors.

This leads to a reflection on privacy and data protection.20 The use of personal information and big data analytics to support decisions exceeds the boundaries of the individual dimension and assumes a collective dimension, with potential harmful consequences for some groups.21 In this sense, prejudice can result not only from the well-known privacy-related risks (e.g. illegitimate use of personal information, data security), but also from discriminatory and invasive forms of data processing.22

The dichotomy between individuals and groups is not new and it has already been analysed with regard to the legal aspects of personal information. Nonetheless, the right to privacy and

---

15 It should be noted that different architectures of algorithms may produce different results, although on the basis of the same factors. See Dixon and Gellman (n 9), 2 (“new consumer scores use thousands of pieces of information about consumers’ pasts to predict how they will behave in the future. Issues of secrecy, fairness of underlying factors, use of consumer information such as race and ethnicity in predictive scores, accuracy, and the uptake in both use and ubiquity of these scores are key areas of focus”).

20 The origin of data, the nature of information and its legal protection (i.e. right to privacy or data protection) are not particularly relevant in the context described in the previous paragraphs. In this article, the analysis of privacy and data protection is more focused on the use of information and on the relationship between individual and collective dimensions, rather than on the traditional aspects of secrecy and data quality. See also Fred H. Cate and Viktor Mayer-Schönberger, ‘Data Use and Impact. Global Workshop’ (The Center for Information Policy Research and The Center for Applied Cybersecurity Research, Indiana University 2013) iii <http://cacr.iu.edu/sites/cacr.iu.edu/files/Use_Workshop_Report.pdf> accessed 27 February 2014; Alessandro Mantelero, ‘The future of consumer data protection in the E.U. Rethinking the “notice and consent” paradigm in the new era of predictive analytics’ in this Review (2014), vol 30, issue 6, 643–660.


23 It should be noted that different architectures of algorithms may produce different results, although on the basis of the same factors. See Dixon and Gellman (n 9), 2 (“new consumer scores use thousands of pieces of information about consumers’ pasts to predict how they will behave in the future. Issues of secrecy, fairness of underlying factors, use of consumer information such as race and ethnicity in predictive scores, accuracy, and the uptake in both use and ubiquity of these scores are key areas of focus”).

20 The origin of data, the nature of information and its legal protection (i.e. right to privacy or data protection) are not particularly relevant in the context described in the previous paragraphs. In this article, the analysis of privacy and data protection is more focused on the use of information and on the relationship between individual and collective dimensions, rather than on the traditional aspects of secrecy and data quality. See also Fred H. Cate and Viktor Mayer-Schönberger, ‘Data Use and Impact. Global Workshop’ (The Center for Information Policy Research and The Center for Applied Cybersecurity Research, Indiana University 2013) iii <http://cacr.iu.edu/sites/cacr.iu.edu/files/Use_Workshop_Report.pdf> accessed 27 February 2014; Alessandro Mantelero, ‘The future of consumer data protection in the E.U. Rethinking the “notice and consent” paradigm in the new era of predictive analytics’ in this Review (2014), vol 30, issue 6, 643–660.


23 The focus on the model of individual rights is probably the main reason for the few contributions by privacy scholars on the collective dimension of privacy and data protection. Hitherto, only few authors have investigated the notion of group privacy. They have represented this form of privacy as the privacy of the facts and ideas expressed by the members of a group in the group environment or in terms of protection of information about a group. Against this background, this article is not an attempt to provide a new interpretation of group privacy or to investigate the relationships between the legal and sociological notions of the group, which is only briefly touched on in the following paragraphs. Rather, it focuses on the new kind of groups that results from the use of big data analytics to represent the “territory” of our society. In this light, the article investigates the consequences of this algorithmic representation, in terms of protection of collective rights.

From this perspective, the first part of this article deals with the traditional notions of individual privacy and group privacy; it points out the novelty of the groups generated by algorithms, which are ontologically different from the groups referred to by the original notion of “group privacy”.24 In this sense, big data analytics generate new groups, which did not previously exist in society, variable aggregations of individuals whose personal information is mined in order to extract predictive inferences.

The different origin and morphology of these groups make it necessary to investigate the collective dimension of privacy and data protection, which is different from the manifestation of the individual right to be let alone in the group context or the protection of information regarding the group. For this reason, the second part of the article focuses on the main elements that characterise this collective dimension in the context of big data analytics25 and examines the nature of the collective interests at issue in this regard, their representation and the balance with other conflicting interests.
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23 See below fn. 61.

24 Section 2.


26 Section 3.

27 See Bloustein, Individual and Group Privacy (n 25).
to be let alone" should be recognised, while group privacy determines the type of personal information sharing that goes within a group. Group privacy therefore refers to the privacy of the facts or ideas expressed by members of a group in the group environment and provides a guarantee that this information will not be revealed outside the group.

This notion of group privacy focuses on secrecy and intimacy and, for this reason, is mainly based on the level of trust existing among the members of a group. The consequence is a duty of confidentiality. Group privacy concerns the breach of this duty. Nevertheless, this does not represent a change in the traditional perspective, which remains based on the individual's right to privacy.

A slightly different notion of group privacy is represented by the idea of "organizational privacy", which focuses on control over information concerning collective entities and on the self-determination of these entities. In this sense, group privacy still relies on confidentiality and regards the interests of the group itself in the protection of facts, acts or decisions that concern its internal affairs and its organisational autonomy. Thus questions regarding "organizational privacy" do not only concern whether legal persons might have a legitimate claim to privacy, but also revolve around the indirect protection of individuals who constitute the collective entities and their group interests.

These two theories on group privacy concern the peculiar nature of the sharing of personal information within a group. They provide a sort of context-related notion of individual privacy. A different approach focuses on information regarding groups per se and does not focus on groups as a sum total of the individuals that make them up, with the related internal dynamics. In this perspective, a group is an autonomous entity (an organised or a non-organised collective entity) and
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29 See Bloustein, *Individual and Group Privacy* (n 25) 129–134. In the description of the various contexts in which the right to privacy is relevant in the light of the group dimension, the author considers marital, priest–penitent, lawyer–client and physician–patient relationships. In all these cases, the right to privacy is mainly related to intimacy and secrecy.
30 It should be noted that terms like confidentiality or "relational privacy" have been also used to describe the aspects concerning the notion of group privacy that has been investigated by Bloustein. See, e.g., Lawrence O. Gostin, *Public health law: power, duty, restraint* (University of California Press 2008) 316; Christine M. Emery, "Relational privacy. A Right To Grieve in The Information Age: Halting The Digital Dissemination of Death-Scene Images" (2011) 42 Rutgers L. J. 765. Authors used the notion of relational privacy to point out the contextual nature of this right, its intimate nature and its protection, but without focusing on the group dimension per se. See James Rachels, "Why Privacy Is Important" (1975) 4(4) Philosophy & Public Affairs 323–333; Charles Fried, "Privacy [A moral analysis]" (1968) 77(3) Yale L. J. 475–493. See also Kendall Thomas, "Beyond the Privacy Principle" (1992) 92(6) Columbia Law Review 1431, 1445–1446. On the contrary, the study conducted by Bloustein focuses on the group environment and provides a more detailed analysis of the right to privacy in this context. Moreover, this author puts the notion of group privacy in relationship with the dynamics of groups and the sociological theories on groups. Finally, the mentioned notion of "relational privacy" is very vague, since it is used by legal scholars to describe different kinds of social-related aspects concerning privacy, from privacy of the relatives concerning the death of members of their family to intimate sexual aspects, up to the more recent dimension of social network interaction. See also Lorraine G. Kesslburgh, "Reconceptualizing privacy in technological realms: Theoretical frameworks for communication" (2008) Annual meeting of the International Communication Association, TBA, Montreal, Quebec, Canada <http://citation.allacademic.com/meta/p233000_index.html> accessed 20 February 2015; Beate Rössler, *The value of privacy* (Polity 2005) 130–133.
32 See Bloustein, *Individual and Group Privacy* (n 25) 125 ("Group privacy is an extension of individual privacy. The interest protected by group privacy is the desire and need of people to come together, to exchange information, share feelings, make plans and act in concert to attain their objectives").
33 See Westin (n 25).
34 Collective entities may be autonomous and independent of the sum of their members, but, at the same time, they are the sum of the individual persons who make them up. For this reason, although organisational privacy can be considered as an autonomous right of legal persons, in many cases it also represents an indirect protection of the individual rights of their members and of the secrecy of members’ interaction in the context of the organisation. See Westin (n 25) 42. See also Lee A. Bygrave, *Data Protection Law. Approaching Its Rationale, Logic and Limits* (Kluwer Law International 2002) 175–176, 186.
35 See also Westin (n 25). For an analysis of the theoretical approach adopted by Westin, see also Bygrave, *Data Protection Law. Approaching Its Rationale, Logic and Limits* (n 34) 247–252.
37 On this dual dimension, which characterises collective entities and the legal protection of related interests, see Bygrave, *Data Protection Law. Approaching Its Rationale, Logic and Limits* (n 34) 175–176, 250–253.
group privacy refers to information that identifies and describes the group.39

Under this third interpretation, group privacy protects information referring to collective entities – both legal persons and organisations or groups without a formal and independent identity – and acts as an extension of individual data protection to these entities.40 Although this notion of group privacy is different from the other definitions briefly described above, it seems not to challenge the traditional perspective that characterises privacy and data protection. The group dimension affects the manifestation of these rights in a specific context (the group), but they still revolve around the model of individual rights, although referring to a collective entity or its members.41 Nevertheless, this approach is the closest to the collective dimension of data protection, mainly when it focuses on non-organised collective entities.42

Despite these differences between the theories about group privacy, this brief overview shows that the existing studies are for the most part based on the individual rights model where they consider the group dimension of privacy and data protection. These two rights are related to individuals who are members of a group, or to the group itself as an autonomous collective body. In both cases, the architecture of these rights is not inspired by the idea of the group’s collective and non-aggregative interests.

This approach to the issues related to groups is consistent with the traditional protection of the rights in question. The right to privacy and the right to data protection have been treated as individual rights in both the U.S. and European experiences, though based on differing origins and evolutions.

In the U.S., at the end of the 19th century, Warren and Brandeis shaped the modern idea of privacy,43 which was different from the previous notion of protection of private life based on property.44 In spite of this, the right to privacy, although redefined as a personality right, remained largely based on the individual dimension.45 Neither the notion of decisional privacy nor its constitutional dimension, originating in the ground-breaking opinion given by Brandeis in his role as Supreme Court judge,46 abandoned the individualistic nature of the right.

On the other side of the Atlantic, individual privacy protection stemmed from the same social factors (the invasive attitude of the “penny press” and new media) that justified the response of the U.S. legal system to privacy invasion and the protection of the right to be let alone.47 However, the European legal notion of privacy did not draw its origins from the U.S. experience, but was independently shaped by legal scholars and the courts.48 From the theoretical point of view, the right to privacy was placed in the sphere of individual rights, as in the U.S., but in European case law and literature there is a closer connection with the general theory of personality rights.49

Moreover, unlike in the U.S., the European notion of privacy has not acquired the wider dimension of the U.S. decisional privacy, but has remained more focused on informational privacy. This does not mean the right to self-determination with regard to government and public bodies has not been recognised in Europe, but that it rests on the different fundamental
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39 See Bygrave, Data Protection Law. Approaching Its Rationale, Logic and Limits (n 34) part III. The author extensively describes the various issues concerning data protection rights of collective entities. See also Jean-Pierre Chamoux, ‘Data Protection in Europe: The Problem of the Physical Person and their Legal Person’ (1981) 2 J. Media Law & Practice 70–83. See also Article 3(2)(b) of Convention for the Protection of Individuals with regard to Automatic Processing of Personal Data (Council of Europe, Strasbourg, 28.01.1981) and Recital 24 of the Directive 95/46/EC.


42 See Bygrave, Data Protection Law: Approaching Its Rationale, Logic and Limits (n 34) 283–295. Bygrave points out the peculiar nature of non-organised collective entities, which are created by persons or organisations outside the group. Moreover, the author suggests some remedies to protect the interests of these entities and their members according to the existing data protection framework.


45 See Warren and Brandeis (n 43) 219; Westin (n 25) 330–364; Etzioni (n 44) 189, 196; Daniel J. Solove, Understanding Privacy (Harvard University Press 2008) 12–37, 78–98.


freedoms recognised by European charters and conventions, not solely on the right to privacy.50

Despite these differences, the nature of the right to privacy depends primarily on the individual rights model on both sides of the Atlantic.51 The collective dimension of this right has been recognised in the U.S. and Europe, but protected mainly indirectly, as an aggregation of individual privacy issues and not as an autonomous dimension.52

The same considerations can be applied to the legal regimes of personal information, which is regulated under data protection statutes. Although data protection laws have drawn their origins from citizens’ concerns about government social control,53 regarding the collective dimension of data protection, the regulation focuses on data subjects and their rights.54 Collective interests have been actively protected as the sum total of various individual needs. Hence, lawmakers, the courts and data protection authorities have addressed these interests with remedies that are mainly focused on individual rights and their enforcement.

In light of the above, the approach based on the individual rights model, adopted by legal scholars with regard to group privacy, is in line with the general legal notions of privacy and data protection. It is also consistent with the theoretical studies on group theory conducted in the field of sociology.

The various approaches of legal scholars seem to reflect the more general controversy between individualistic and organic sociological theories about the nature of groups.55 On the one hand, attention to the individual dimension of privacy and the interactions between different individuals56 is consistent with the notion of group as the sum of the relationships existing among its members (individualistic theory). On the other hand, when the analysis takes into consideration information concerning the group itself as a whole,57 the group is seen as an autonomous unit that assumes the form of an organised collective entity (organic theory).

In this context, the legal approach that considers group privacy as relating to the individual’s privacy issues within a group58 is in line with the individualistic theory, which sees groups as entities in which individuals interact with each other in a continuous and relatively stable manner. Moreover, from a sociological perspective, the members of a group are aware of being part of the group and the group is usually recognised as an autonomous social structure. According to this position, a group is the product of concurrent decisions of various persons who are striving to reach a common goal or share common experiences, values or interests.


54 See Colin J. Bennett, Regulating Privacy: Data Protection and Public Policy in Europe and the United States (Cornell University Press 1992) 29–33, 47; Mayer-Schönberger, ‘Generational development of data protection in Europe?’ (n 53) 219, 221–222. See also Bygrave and Wiese Schartum (n 41).

55 See Bloustein, Individual and Group Privacy (n 25) 124.

56 See Colin J. Bennett, Regulating Privacy: Data Protection and Public Policy in Europe and the United States (Cornell University Press 1992) 29–33, 47; Mayer-Schönberger, ‘Generational development of data protection in Europe?’ (n 53) 219, 221–222. See also Bygrave and Wiese Schartum (n 41).

57 See Bloustein, Individual and Group Privacy (n 25) 124.
On the other hand, the organic theory of groups is consistent with the notion of group privacy in terms of “organizational privacy”, which focuses on the informational self-determination of the group itself. In this sense, group privacy is more closely connected to the secrecy of the group’s activities than to the secrecy of personal information shared within the group by its members. The organic theory is also consistent with the more recent approach focused on data protection, which is not necessarily related to the secrecy of information, but also regards publicly available data on collective entities.

Finally, as we have seen, the central role of the individual rights model in protecting privacy and personal information does not mean that legal systems disregard the social dimensions of these rights. Both privacy and data protection play an important role in safeguarding not only individual interests, but also the quality of society in general. Freedom of association, limits to disproportionate surveillance practices, and prevention of discrimination based on sensitive personal data are just few examples of the social effects of safeguarding the right to privacy and personal information. Values such as democracy and pluralism are strictly related to the protection of these rights.

However, the courts may address issues related to general interests only when they receive complaints from rights holders, but the right holders may have no interest in these issues, be unaware of the general interest, or be in no position to react to potential threats to their interests, owing to situations of power imbalance.

Independent authorities may better address these issues of general interest, but we should remember that these authorities often act on a discretionary basis and this may have negative effects, in terms of under-deterrence. The licensing model, which has been adopted in some cases by national regulators, represents a possible solution in assessing the risks associated with specific technologies or business models, and to prevent under-deterrence.

For these reasons, independent authorities may play an important role in safeguarding interests related to the collective dimension of privacy and data protection in the big data environment. Even so, adequate solutions are required to enlarge their role and move from a discretionary approach to a general and mandatory assessment of the impact of technologies and business models on data protection.

### 3. A new dimension of protection

In the big data era, new technologies and powerful analytics make it possible to collect and analyse huge amounts of data to try and identify patterns in the behaviour of groups of individuals and to take decisions that affect the internal dynamics of groups, with consequences for the collective issues of the people involved.

Nevertheless, these groups are different from those considered in the literature on group privacy, in fact that they are created by data gatherers selecting specific clusters of information. Data gatherers shape the population they set out to investigate. They collect information about various people, who do not know the other members of the group and, in many cases, are not aware of the consequences of their belonging to a group. This is the case of consumer group profiling, scoring solutions and predictive policing applications, mentioned above.

The issues relating to privacy that arise from this new situation are different from the issues of individual privacy and group privacy. We are neither in the presence of forms of analysis that involve only individuals, nor in the presence of groups in the traditional sociological meaning of the term, given group members’ lack of awareness of themselves as part of a group and the lack of interactions among people grouped into various clusters by data gatherers.

---

59 See above fn. 33. See also Bygrave, Data Protection Law: Approaching Its Rationale, Logic and Limits (n 34) 250.

60 See above fn. 38. On the debate regarding the application of privacy notion to collective entities, see Bygrave, Data Protection Law: Approaching Its Rationale, Logic and Limits (n 34) 241–256.


62 Extensive video surveillance programs, which have been adopted by municipalities or police departments, offer an example in this sense: citizens are aware of being monitored, but, in many cases, do not care about surveillance and are not interested in the social impact of these control solutions.

63 See para 3.2.

64 See fn. 126.

65 See below para 3.3.
We must therefore extend the field of investigation to the collective interests of the persons whose personal data are being collected, analysed and grouped. The differing nature of these groups of individuals requires a different approach that cannot be exclusively based on individual rights.

The new scale entails the recognition of a new layer, represented by the rights of groups of individuals to the protection of their collective privacy and data protection. Moreover, since the predictive nature of big data analytics is designed to assist decisions that affect a plurality of individuals in various fields, we must also consider the social and ethical effects associated with this type of analysis.72

This kind of approach differs from the theoretical framework proposed by legal scholars in shaping the notion of group privacy, but it can give a specific answer to the issues arising from the present and future scenarios of the data-driven society.

3.1. Collective data protection and its rationale

The collective dimension of data protection has its roots in the individual’s right to privacy and shares some similarities with group privacy, but differs from both these previous notions. On the one hand, notions of individual privacy and data protection do influence the definition of the boundaries of this collective dimension, but the greater scale affects the morphology of the interests involved and their enforcement. At the same time, group privacy – as hitherto described by legal scholars – represents the notion that is closest to the idea of collective data protection.

On the other hand, collective data protection does not necessarily concern facts or information referring to a specific person,73 as with individual privacy and data protection. Nor does it concern clusters of individuals that can be considered groups in the sociological sense of the term. In addition, collective rights are not necessarily a large-scale representation of individual rights and related issues.74 Finally, collective data protection concerns non-aggregative collective interests,75 which are not the mere sum of many individual interests.76

The importance of this collective dimension depends on the fact that the approach to classification by modern algorithms does not merely focus on individuals, but on groups or clusters of people with common characteristics (e.g. customer habits, lifestyle, online and offline behaviour, etc.).77 Data gatherers are mainly interested in studying groups’ behaviour and predicting this behaviour, rather than in profiling single users. Data-driven decisions concern clusters of individuals and only indirectly affect the members of these clusters. One example of this is price discrimination based on age, habits or wealth.

The most important concern in this context is the protection of groups from potential harm due to invasive and discriminatory data processing. The collective dimension of data processing is mainly focused on the use of information,78 rather than on secrecy74 and data quality.

We need to adopt a broader notion of discrimination here, one that encompasses two different meanings. In a negative sense, discrimination is “the unjust or prejudicial treatment of different categories of people”. In a more neutral and potentially positive sense, though, discrimination may be the “recognition and understanding of the difference between one thing and another”.79 Both these dimensions assume relevance in the context of big data analytics.

We will focus below on the first meaning, since the unfair practices characterised by discriminatory purposes are generally

---


73 See above para 2.

74 In many cases, private companies and governments have no interests in profiling single customers or citizens, but wish to discover the attitudes of clusters of individuals. Their main purpose is to predict future behaviours of segments of the population to achieve economic or political goals. See Bollier (n 1).


77 Contra Vedder (n 9), who claims that the notion of collective privacy “reminds of collective rights”, but subjects of collective rights are groups or communities. Conversely, the groups generated by group profiling are not communities of individuals sharing similar characteristics and structured or organised in some way. For this reason, Vedder uses the different definition of “categorial privacy”, see below fn. 101.

78 See above para 1 and below in the text.

79 See Cate and Mayer-Schönberger (n 20) iii; Mantelero, ‘The future of consumer data protection in the E.U. Rethinking the “notice and consent” paradigm in the new era of predictive analytics’ (n 20).

80 See Bloustein, Individual and Group Privacy (n 25) 182.

Criticisms also concern the use of risk assessment and similar to Kate Crawford has pointed out certain “algorithmic illusions” and described the case of the City of Boston and its StreetBump smartphone app to passively detect potholes. The application had a signal problem, due to the bias generated by the low penetration of smartphones among lower income and older residents. While the Boston administration took this bias into account and solved the problem, less enlightened public officials might underestimate such considerations and make potentially discriminatory decisions.

Another example is the Progressive case, in which an insurance company obliged drivers to install a small monitoring device in their cars in order to receive the company’s best rates. The system considered as a negative factor driving late at night, but did not take into account the potential bias against low-income individuals, who are more likely to work night shifts, compared with late-night party-goers, “forcing them [low-income individuals] to carry more of the cost of intoxicated and other irresponsible driving that happens disproportionately at night”.

These cases represent situations in which a biased representation of groups and society results from flawed data processing or a lack of accuracy in the representation. This produces potentially discriminatory effects as a consequence of the decisions taken on the basis of analytics.

On the other hand, the other sense of discrimination involving different treatment of different situations may represent an intentional goal for policy makers, which is in line with the rule of law. This is the case of law and enforcement bodies and intelligence agencies, which adopt solutions to discriminate between different individuals and identify targeted persons. Here there is a deliberate intention to treat given individuals differently, but this is not unfair or illegal providing it is within existing legal provisions. Nonetheless, as in the previous case, potential flaws or a lack of accuracy may cause harm to citizens.

For instance, criticisms have been raised with regard to the aforementioned predictive software adopted in recent years by various police departments in the US. Leaving aside the constitutional profiles associated with these applications and the peculiar balance of interests of this use of data, there have been cases where people were named as potential offenders due to merely remote connections with authors of serious crimes. Criticisms also concern the use of risk assessment procedures based on analytics coupled with a categorical approach (based on typology of crimes and offenders) in U.S. criminal sentencing.
Discrimination – the different treatment of different situations – also appears in commercial contexts to offer tailored services to consumers. In this case, where the interests are of a purely private nature, commercial practices may lead to price discrimination\(^93\) or the adoption of differential terms and conditions depending on the assignment of consumers to a specific cluster.\(^94\)

Thus consumers classified as “financially challenged” belong to a cluster “[i]n the prime working years of their lives [. . .] including many single parents, struggling with some of the lowest incomes and little accumulation of wealth”. This implies the following predictive viewpoint, based on big data analytics and regarding all consumers in the cluster: “[n]ot particularly loyal to any one financial institution, and they feel uncomfortable borrowing money and believe they are better off having what they want today as they never know what tomorrow will bring”.\(^95\) It is not hard to imagine the potential discriminatory consequences of similar classifications with regard to individuals and groups.

It should be noted that these forms of discrimination are not necessarily against the law, especially when they are not based on individual profiles and only indirectly affect individuals as part of a category, without their direct identification.\(^96\) For this reason, existing legal provisions against individual discrimination might not be effective in preventing the negative outcomes of these practices, if adopted on a collective basis. Still, such cases clearly show the importance of the collective dimension of the use of information about groups of individuals.

Within the EU, such data analysis focusing on clustered individuals may not represent a form of personal data processing,\(^97\) since the categorical analytics methodology does not necessarily make it possible to identify a person.\(^98\) Moreover,

\(^93\) Price discrimination or “differential pricing” is the practice of charging customers different prices for the same product; see Executive Office of the President of the United States-Council of Economic Advisers (n 68), 4–5. The cases considered in this article mainly concern the so-called third-degree price differentiation, which occurs when sellers charge different prices to different segments of the market. See also Alex Rosenblat, Rob Randhava, danah boyd, Seeta Peña Gangadharan, and Corrine Yu , ‘Data & Civil Rights: Consumer Finance Primer’ (2014) <http://www.datacivilrights.org/pubs/2014-1030/Finance.pdf> accessed 15 March 2015.


\(^95\) See Federal Trade Commission (n 2) 20, fn. 52.


\(^98\) See also above fn. 96. On the blurring of the border between group profiles and personalised profiles, see also Hildebrandt, ‘Profiling: From Data to Knowledge. The challenges of a crucial technology’ (n 6).
group profiles can be made using anonymised data. This reduces the chances of individuals taking action against biased representations of themselves within a group or having access to the data processing mechanisms, since the anonymised information used for group profiling cannot be linked to them.

Even so, group profiling does make it possible to take decisions affecting a multiplicity of individuals. In this sense, the main target of the collective dimension of data processing is not the data subject, but the clusters of people created by big data gatherers.

The interests that assume relevance therefore have a supra-individual nature and a collective dimension, which are not adequately addressed by the existing data protection legal framework. These interests may be shared by an entire group without conflicts between the views of its members (aggregative interests) or with conflicts between the opinions of its members (non-aggregative interests). If the group is characterised by non-aggregative interests, the collective nature of the interest is represented by the fundamental values of a given society (e.g. environmental protection).

The notion of collective non-aggregative interests seems to be the best way to describe the collective dimension of data protection, which becomes important in the discrimination cases mentioned above. Although individuals may have different opinions about the balance between the conflicting interests, there are some collective priorities concerning privacy and data-protection that are of relevance to the general interest. Here the rationale for collective data protection is mainly focussed on the potential harm to groups caused by extensive and invasive data processing.

3.2. Collective interests in data protection and their representation

Privacy and data protection are context-dependent notions, which vary from culture to culture and across historical periods. In the same way, the related collective dimensions are necessarily influenced by historical and geographical variables and are the result of action by policymakers. For these reasons, it is impossible to define a common and fixed balance between collective data protection and conflicting interests.

There are jurisdictions that give greater priority to national and security interests, which in many cases prevail over individual and collective data protection; meanwhile, in some countries extensive forms of social surveillance are considered disproportionate and invasive. Therefore, any balancing test must focus on a specific social context in a given historical moment. As has been pointed out in the literature, defining prescriptive ethical guidelines concerning the values that should govern the use of big data analytics and the related balance of interests is problematic.

Given such variability, from a theoretical perspective a common framework for a balancing test can be found in the values recognised by international charters of fundamental

---


101 This happens, for instance, in the management of smart cities or in the decisions adopted on the basis of credit scoring systems. Against this background, Mireille Hildebrandt observed that “once a profile is linked to an identifiable person – for instance in the case of credit scoring – it may turn into data, thus reverting the applicability of data protection legislation”, see Hildebrandt, ‘Profiling: From Data to Knowledge. The challenges of a crucial technology’ (n 6) 550. See also Vedder (n 9) (“Categorical privacy can be considered as relating to information (1) which was originally taken from the personal sphere of individuals, but which, after aggregation and processing according to statistical methods, is no longer accompanied by identifiers indicating individual natural persons, but, instead, by identifiers of groups of persons, and (2) which, when attached to identifiers of groups and when disclosed, is apt to cause the same kind of negative consequences to the members of those groups as it would for an individual person if the information were accompanied by identifiers of that individual”).

102 See Newman (n 76) 131.
rights. These charters provide a baseline from which to identify the values that can serve to provide ethical guidance and define the existing relationships between these values.\(^{108}\)

In addition, the context-dependent framework of values and the relationship between conflicting interests and rights needs to be specified with regard to the actual use of big data analytics. In Europe, for instance, commercial interests related to credit score systems can generally be considered compatible with the processing of personal information, providing that the data are adequate, relevant and not excessive in relation to the purposes for which it is collected.\(^{109}\) Even so, specific big data analytics solutions adopted by some companies for credit scoring purposes may lead to a disproportionate scrutiny of a consumer’s private life. The same reasoning can also be applied to smart mobility solutions, which can potentially lead to extensive social surveillance. This means a prior case-by-case risk-assessment is necessary to mitigate the potential impact of these solutions on data protection and individual freedoms.\(^{110}\)

This “in-context” balance of conflicting interests based on an impact assessment of complex data collection and processing systems,\(^{111}\) should not be conducted by consumers or companies, but must entail the active involvement of various stakeholders. Against this background, an important aspect of the protection of collective interests relating to personal information is an analysis of the existing conflicting interests and the representation of the issues regarding the individuals grouped in clusters by the data gatherers.\(^{112}\)

Here it is useful to briefly consider the fields in which the group dimension of data protection is already known in more traditional contexts that are not characterised by extensive data collection and use of analytics. For instance, labour law recognises this collective dimension of rights and the dualism between individuals and groups.\(^{113}\) Under certain circumstances, trade unions and employees’ representatives may concur in taking decisions that affect the employees and have an impact on data protection in the workplace.\(^{114}\)

Collective agreement on these decisions is based on the recognition that the power imbalance in the workplace means that, in some cases, the employee is unaware of the implications of employer’s policies (e.g. employers’ workplace surveillance practices). Moreover, in many cases, this imbalance makes it difficult for employees to object to the illegitimate processing of their data.

Entities representing collective interests (e.g. trade unions) are less vulnerable to power imbalance and have a broader vision of the impact of the employer’s policies and decisions. It should also be noted that the employer’s unfair policies and forms of control are often oriented towards discriminatory measures that affect individual workers, even though they are targeted at the whole group.

This collective representation of common interests is also adopted in other fields, such as consumer protection and environmental protection. These contexts are all characterised by a power imbalance affecting one of the parties directly involved (employees, consumers or citizens). Furthermore, in many cases the conflicting interests refer to contexts where the use of new technologies makes it hard for users to be aware of the potential negative implications.

The same situation of imbalance often exists in the big data context, where data subjects are not in a position to object to the discriminatory use of personal information by data

\(^{108}\) See Wright (n 72) 201–202.


\(^{111}\) Moreover, these systems are influenced by lock-in effects. There are two different kinds of lock-ins: technological lock-in and social lock-in. The first is related to the technological standards and data formats that are adopted by service providers. This lock-in represents a limit to data portability and migration from one service to another. The second lock-in (social lock-in) is related to the dominant position held by some big players. This lock-in is evident, for example, in the social networks market, where there is an incentive to remain on a network, given the numbers of social relationships created by users.


\(^{113}\) See Italian Articles 4 and 8, Act 300, 20 May 1970 (Statute of the Workers’ Rights).

\(^{114}\) See above at fn. 52. See also Bygrave and Wiese Schartum (n 41) 170.
Data subjects often do not know the basic steps of data processing, and the complexity of the process means that they are unable to negotiate their information and are not aware of the potential collective prejudices that underlay its use. This is why it is important to recognise the role of entities representing collective interests, as happens in the above cases.

Employees are part of a specific group, defined by their relationship with a single employer; therefore, they are aware of their common identity and have mutual relationships. By contrast, in the big data context, the common attributes of the group often only become evident in the hands of the data gatherer.

Data subjects are not aware of the identity of the other members of the group, have no relationship with them and have a limited perception of their collective issues. Furthermore, these groups shaped by analytics have a variable geometry and individuals can shift from one group to another.

This does not undermine the idea of a representing collective data protection interests. On the contrary, this atomistic dimension makes the need for collective representation more urgent. However, it is hard to imagine representatives appointed by the members of these groups, as is instead the case in the workplace.

In this sense there are similarities with consumer law, where there are collective interests (e.g. product security, fair commercial practices), but the potential victims of harm have no relationship to one another. Thus, individual legal remedies must be combined with collective remedies. Examples of possible complementary solutions are provided by consumer law, where independent authorities responsible for consumer protection, class action lawsuits and consumer associations play an important role.

In the field of big data analytics, the partially hidden nature of the processes and their complexity probably make timely class actions more difficult than in other fields. For instance, in the case of a product liability, the damages are often more evident making it easier for the injured people to react. On the other hand, associations that protect collective interests can play an active role in facilitating reaction to unfair practices and, moreover, they can be involved in a multi-stakeholder risk assessment of the specific use of big data analytics.

The involvement of such bodies requires specific procedural criteria to define the entities that may act in the collective interest. This is more difficult in the context of big data, where the groups created by data gatherers do not have a stable character. In this case, an assessment of the social and ethical impact of analytics often provides the opportunity to discover how data processing affects collective interests and thus identify the potential stakeholders.

3.3. The role of data protection authorities

How collective interests should be protected against discrimination and social surveillance in the use of big data analytics is largely a matter for the policymakers. Different legal systems and different balances between the components of society suggest different solutions. Identifying the independent authority charged with protecting collective interests may therefore be difficult.
Many countries have independent bodies responsible for supervising specific social surveillance activities, and other bodies focused on anti-discrimination actions.\(^{124}\) In other countries, this responsibility is spread across various authorities, which take different approaches, use different remedies and do not necessarily cooperate in solving cases with multiple impacts.

Meanwhile, a central element in the risk-assessment of big data analytics is the analysis of data processing, the factor common to all these situations, regardless of the potential harm to collective interests. For this reason, data protection authorities can play a key role in the risk assessment processes, even if they are not focused on the specific social implications (e.g. discrimination).

On the other hand, if we take a different approach that takes into consideration the various negative effects generated by the use of big data (discrimination, unfair consumer practices, social control, etc.), we should involve multiple entities and authorities. Nevertheless, as we have seen the end result may be a fragmented and potentially conflicting decision-making process that may underestimate the use of data, which is the common core of all these situations.\(^{125}\)

Furthermore, the data protection authorities are accustomed to addressing collective issues and have already demonstrated that they do consider both the individual and the wider collective dimension of data processing.\(^{126}\) Focusing on data protection and fundamental rights, they are also well placed to balance the conflicting interests around the use of data.

The adequacy of the solution is also empirically demonstrated by important cases decided by data protection authorities concerning data processing projects with significant social and ethical impacts.\(^{127}\) These cases show that decisions to assess the impact of innovative products, services and business solutions on data protection and society are not normally on the initiative of the data subjects, but primarily on that of the data protection authorities who are aware of the potential risks of such innovations. Based on their balancing tests, these authorities are in a position to suggest measures that companies should adopt to reduce the risks discussed here and to place these aspects within the more general framework of the rights of the individual, as a single person and as a member of a democratic society.

The risk assessment represents the opportunity for group issues to be identified and addressed. Thus, bodies representing collective interests should not only partially exercise traditional individual rights on behalf of data subjects,\(^{128}\) but also exercise other autonomous rights relating to the collective dimension of data protection. These new rights mainly concern participation in the risk assessment process, which should take a multi-stakeholder approach.\(^{129}\)

Against this background, data protection authorities may involve in the assessment process the various stakeholders, which represent the collective interests affected by specific data processing projects.\(^{130}\) This would lead to the definition of a new model in which companies that intend to use big data analytics would undergo an assessment prior to collecting and processing data.

\(^{124}\) See European Commission, ‘Developing Anti-Discrimination Law in Europe. The 28 EU Member States, the Former Yugoslav Republic of Macedonia, Iceland, Liechtenstein, Norway and Turkey compared’ (n 82) 113–125.

\(^{125}\) See also Lerman (n 86) 60, who points out the limits of the U.S. equal protection doctrine in the context of big data analytics.


\(^{127}\) See above fns. 52 and 126.

\(^{128}\) The stakeholders may have right of access to the documents that describe the specific structure and general purposes of big data processing. However, in order to protect the legitimate interests of companies and governments, the data protection authorities might limit this disclosure to third parties. See also art. 76 of the EU Proposal and Bygrave, Data Protection Law. Approaching Its Rationale, Logic and Limits (n 34) 274–282.

\(^{129}\) Note that the extent of the rights conferred upon the different stakeholders in the protection of collective privacy is largely a matter for policymakers to decide and would depend on the nature and values of the different socio-legal contexts.

\(^{130}\) See also Wright (n 72) 201–202, 215–220; Danielle Keats Citron, ‘Technological Due Process’ (2008) 85(6) Wash. U. L. Rev. 1249, 1312. A different assessment exclusively based on the adoption of security standards or corporate self-regulation would not have the same extent and independency. This does not mean that, in this framework, forms of standardisation or co-regulation cannot be adopted.
The assessment would not only focus on data security and data protection, but also consider the social and ethical impacts relating to the collective dimension of data use in a given project. This assessment should be conducted by third parties and supervised by the data protection authorities. Once this multiple-impact assessment is approved by the data protection authorities, the ensuing data processing would be considered secure in protecting personal information and collective interests.

Although data protection authorities are already engaged to some degree in addressing the collective dimension, the suggested solution would lead to a broader and deeper assessment, which would become mandatory. This proposal is therefore in line with the view that a licensing scheme might ‘prove to be the most effective means of ensuring that data protection principles do not remain ‘law-in-book’ with respect to profiling practices’. Finally, it should be noted that a different risk assessment model, which also takes into account the ethical and social effects of data use, directly affects data processing.


132 In the big data context, another important aspect is the transparency of the algorithms used by companies. See Citron and Pasquale (n 9) 5, 10–11, 25, 31; Pasquale (n 9) 193, 216–218. See also Viktor Mayer-Schönberger and Kenneth Cukier, Big Data. A Revolution That Will Transform How We Live, Work and Think (n 12) 179–182; they suggest a model based on independent internal and external audits. A wider access to the logic of the algorithms was required by Article 29 Data Protection Working Party, ‘Opinion 03/2013 on purpose limitation’ (2013) 47 http://ec.europa.eu/justice/data-protection/article-29/documentation/opinion-recommendation/files/2013/wp203_en.pdf accessed 27 February 2014. See also Tarleton Gillespie, ‘The Relevance of Algorithms’ in Tarleton Gillespie, Pablo J. Boczkowski, and Kirsten A. Foot (eds) Media Technologies. Essays on Communication, Materiality, and Society (MIT Press 2014) 167, 194; Dixon and Gellman (n 7) 7 (“Trade secrets have a place, but secrecy that hides racism, denies due process, undermines privacy rights, or prevents justice does not belong anywhere”). But see Recital n. 51 of EU Proposal, text adopted by the Council of the European Union, Brussels, 19 December 2014 (“Every data subject should therefore have the right to know and obtain communication in particular for what purposes the data are processed [...]”, what is the logic involved in any automatic data processing and what might be, at least when based on profiling, the consequences of such processing. This right should not adversely affect the rights and freedoms of others, including trade secrets or intellectual property and in particular the copyright protecting the software”). On the interest in knowing the logic of profiling, see also Schreurs, Hildebrandt, Kindt and Vanfleteren (n 82) 253–256. On transparency in decisional processes based on big data analytics, see also Zarsky (n 17) 1523–1530.

133 The entire system will work only if the political and financial autonomy of data protection authorities from governments and corporations is guaranteed. Moreover, data protection authorities would need new competence and resources in order to bear the burden of the supervision and approval of these multiple-impact assessments. For these reasons, a model based on mandatory fees – paid by companies when they submit their requests for authorisation to data protection authorities – would be preferable. See Mantelero, ‘The future of consumer data protection in the E.U. Rethinking the “notice and consent” paradigm in the new era of predictive analytics’ (n 20). It should also be noted that, in cases of large scale and multinational data collection, forms of mutual assistance and cooperation may facilitate the role played by data protection authorities in addressing the problems related to the dimensions of data collection and data gatherers. See also Gwendal Le Grand and Emilie Barrau, ‘Prior Checking, a Forerunner to Privacy Impact Assessments’ in Wright and De Hert (n 131) 112–116.

134 Therefore, in this scenario, companies can enlist users in the data processing without any prior consent, provided they give notice of the results of the assessment and provide an opt-out option. See more extensively Mantelero, ‘The future of consumer data protection in the E.U. Rethinking the “notice and consent” paradigm in the new era of predictive analytics’ (n 20), 654–659. In this case, although this assessment represents an economic burden for companies, it allows those who pass to use data for complex and multiple purposes, without requiring users to opt-in. At the same time, from the users’ side, the assessment supervised by data protection authorities provides an effective evaluation of risks, while the option to opt-out allows users to choose to not be a part of the data collection. See also Citron and Pasquale (n 9) 24–28. The suggested model represents a significant change in the traditional approach to data protection, but this is in line with the approach adopted in other fields characterised by the presence of risks for individuals and society (e.g. authorisation procedure for human medicines, mandatory security standards provided by product liability laws, security standards for industrial activities). For this reason, it would be necessary to adopt a subset of rules for big data analytics, which focuses on multiple risk assessment and a deeper level of control by data protection authorities.

135 See above fn. 52 and 126.

136 See fn. 133, 134.

design. Literature on privacy by design\textsuperscript{138} has clearly stressed the relevance of embedding privacy values in the device and services architecture. To achieve this goal, a preliminary analysis of the use of personal information in each specific application (good or service) is required to shape this use according to data protection purposes. Based on this assessment, suitable measures would be taken to reduce the potential negative outcomes of data use.

This strict relationship between risk assessment and solutions by design implies that any change in the nature of the assessment would affect the architectural solutions adopted. Thus, the multiple impact assessment suggested would necessarily lead companies to consider a broader range of by-design solutions to mitigate the additional ethical and social concerns.\textsuperscript{139}

4. Conclusions

This article does not provide complete answers to the various issues concerning the collective dimension of privacy and data protection relating to the use of big data analytics. The analysis offers an introductory study of a new approach to group privacy that would appear necessary to adequately consider the non-aggregative interests arising from the data-driven society.

Big data analytics are creating a new digital landscape that cannot be described as a mere increase in the quantity of information processed. The predictive nature of the inferences extracted from databases, the complexity of data processing and its obscurity, as well as the categorical approach, distinguish it from previous profiling solutions.

From the group perspective, big data analytics create new kind of groups, which cannot be compared with the traditional concept of a group. They are the result of aggregations of information produced by data gatherers and have a variable geometry, setting them apart from the previous static categories used for group profiling. Moreover, data subjects are not aware of the identity of the other members of the group and have a limited or no perception of their collective issues, whereas in traditional groups there is an awareness of being part of a group and groups have external visibility.

The new scale of data processing, the pervasive diffusion of data-based applications, the evolution and complexity of group profiling represent important changes with respect to the previous scenario.\textsuperscript{140} At the dawn of the data-driven society, the question arises whether it is necessary to reconsider the traditional approach to group privacy and data protection, which is mainly based on the model of individual rights.

This article gives an affirmative response to this question on the basis of the impact that big data analytics have on data processing and data-driven decisions. The shift in the data processing paradigm and the new forms of categorical approach have a disruptive effect on the traditional idea of group privacy and highlight its limits.

The new scale entails the recognition of a new layer, represented by groups’ need for the protection of their collective data protection rights. In this scenario, data protection concerns not only individuals, but also the collective dimension, associated with potential harm to groups in terms of discriminatory and invasive forms of data processing.

However, collective interests require adequate forms of representation, as well as the involvement of a range of stakeholders in the balancing of conflicting interests. Specific procedural criteria must be laid down to define which entities may act in the collective interest, and this decision is made more difficult in the context of big data by the lack of stability in the nature of groups created by data gatherers.


\textsuperscript{139} See Wright (n 72).

\textsuperscript{140} In 2014, the 90% of the world’s data were generated in the last two years, while the remaining 10% were produced through the rest of humanity history. In 2014, the speed of common computer processors was around 100–200 thousand MIPS (million instructions per second), in 1994, it was around 180. In 2012, there were 8.7 billion of connected devices (so-called Internet of Things); in 2020 they will be 50 billion. See CNN, ‘The data rush: How information about you is 21st century “gold”’ (November 13, 2014) <http://edition.cnn.com/2014/11/04/tech/gallery/big-data-technologies-graphs/>; Wikipedia, ‘Instructions per second’, Wikipedia, the free encyclopedia (2015) <https://en.wikipedia.org/wiki/Instructions_per_second>; Cisco, ‘Seize New IoT Opportunities with the Cisco IoT System’ <http://www.cisco.com/web/solutions/trends/iot/portfolio.html>. All these sources were accessed on 12 June 2015.
In this context, the assessment of the social and ethical impact of analytics may represent an opportunity to discover how data processing affects collective interests and similarly an opportunity to identify the potential stakeholders. Meanwhile, the assessment also represents the principal mechanism by which conflicting interests relating to the context-dependent notion of collective data protection can be balanced.

Finally, given the central role of data processing analysis in risk-assessment, data protection authorities can play a key role in the assessment process and licensing models can be reconsidered in the specific context of big data analytics.
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