Numerical analysis of indentation fracture in quasi-brittle materials
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Abstract

The process of indentation of brittle and quasi-brittle materials has been investigated both from the experimental and the theoretical point of view. As far as we know, only a few studies have tried to explain the mechanics of cutting due to an indenter which penetrates inside the material. In this paper, an attempt is made to find some general relations for the cutting process in brittle and quasi-brittle materials, under different hypotheses for the microscopic failure behaviour. Fracture patterns in homogeneous brittle solids are obtained by the finite element method in the framework of linear elastic fracture mechanics. Microstructural heterogeneities are taken into account by the lattice model simulation. Although the reality is often much more complex than the theoretical models applied, the study provides interesting indications for improving performance of cutting tools.
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1. Introduction

Many technological operations involve two or more contacting bodies sliding with respect to one another. A series of damage mechanisms can occur in these situations, for instance fretting fatigue and wear. Incommensurable economic losses can be ascribed to these phenomena. In a totally different context, scratching and cutting represent fundamental manufacturing processes, as in the case of cutting precious and ornamental stones or of rock excavations and drilling.

In the framework of plasticity, the slip-lines theory was developed to explain the collapse mechanisms of ductile materials under various kinds of contact loading [1]. The process of indentation is completely different in the case of brittle materials [2], and depends also on the shape of the indenter. When brittle materials are loaded by an indenter, three different zones can be distinguished inside the material. Immediately below the wedge, an hydrostatic core develops, which is due to the high triaxial compressive stresses induced beneath the indenter. This zone may collapse only by crushing and fragmentation mechanisms,
resembling the effects of strong impacts or explosions. Outside the compressed core, a surrounding zone of large strains develops due to the pushing action of the core. In this area, tensile cracks may be initiated starting from pre-existing flaws in the material. Outside this large area (whose size depends on the contact area, on the friction between wedge and base material and on the normal load $F_n$), the material behaves elastically, and the stress fields predicted by the linear theories can be considered valid.

Fracture patterns in brittle materials, under blunt indenters, usually start as ring surface cracks immediately outside the contact area. By increasing the normal load, these surface cracks evolve into the so-called Hertzian cone cracks, experimentally revealed by a multitude of tests on glass and other brittle materials (Fig. 1a).

In the presence of sharp indenters (e.g. cones or pyramids), the high hydrostatic stresses beneath the tip provide different fracture patterns [3]. In any case, the splitting action of the confined core results in the propagation of an embedded penny-shaped crack below the indenter, whose extension is controlled by the size of the hydrostatic core. By increasing the load, the penny-shaped cracks evolve into the half-penny configuration, where the crack reaches the surface (Fig. 1a). This was defined as the median-vent crack propagation [2].

On the other hand, fracture under tangential loading starts from behind the tool with respect to the cutting direction, where the highest tensile stresses are located (Fig. 1b). Moreover, the fracture pattern depends on the interaction between normal and tangential loads and can evolve into the formation of chips.

Besides the basic patterns described before, other shapes of cracks may develop under indentation, depending on the loading rate, on the density of pre-existing flaws and on the presence of weak planes in the material microstructure.

The effects of material heterogeneity can be very important in the case of the so-called quasi-brittle materials (like concrete and many rocks). The role of microstructural disorder is essential because it pro-

![Fig. 1. Experimental crack patterns in soda-lime glass under a blunt rigid indenter [3]. Transition from Hertzian cones to median vent cracks as the normal load is increased (a); chevron-like crack patterns produced by a sliding tungsten carbide sphere (b).](image_url)
vides a certain amount of ‘ductility’, which requires an ad hoc modelization of the fracture processes. The energy is consumed in the so-called fracture process zone, which is a wide zone around the main crack tips, where diffused damage comes into play. The extent of the process zone depends on the material microstructure and also on the size of the indenter.

In the following, the fracture process due to indentation and cutting is numerically simulated both in the case of homogeneous brittle microstructure and of disordered quasi-brittle microstructure. The finite element method (FEM) can be effective for predicting fracture patterns in the homogeneous brittle case, whereas the lattice model (LM) permits to take into account the presence of arbitrary levels of microstructural disorder.

2. Indentation and cutting fracture in homogeneous brittle materials

The FRANC2D software [4], developed at Cornell University, has been used to simulate fracture in the homogeneous case. This software is able to simulate plane-stress, plain-strain as well as axisymmetric crack propagation in the framework of linear elastic fracture mechanics (LEFM). The crack tip is discretized by a rosette of isoparametric elements, whereas the stress-intensity factor (SIF) is approximated with the displacement correlation technique (DCT) [5]. The direction of crack propagation, once the critical condition has been reached, can be evaluated both according to the theory of the maximum circumferential stress [6], or to the theory of the minimum strain energy density [7]. The software allows to follow directly the crack propagation thanks to an adaptive re-meshing algorithm running after each propagation step.

For the sake of simplicity, since the code is not able to solve the nonlinear contact problem, both the extent of the contact area and the pressure distribution between the indenter and the elastic half-space are assumed as constant.

2.1. The median vent crack

The problem under consideration is initially axisymmetric. Nevertheless, as soon as the load is sufficiently increased, a bifurcation takes place due to the nucleation of a vertical penny-shaped crack beneath the contact area. Therefore, the exact simulation of the propagation pattern requires a three-dimensional analysis, which is unfortunately beyond the capability of the code. To skip the problem, a simplified plane-strain discretization was adopted, with a linear load distribution in place of the point action.

The median vent crack propagation under a vertical load is shown in Fig. 2a. The initial position of the defect must be carefully assessed. In fact, the defect must be placed at a given depth under the load, in such a way that at least one fracture tip lays outside the hydrostatic compressive core, thus generating a positive SIF. Thus, the crack propagates following a sub-vertical pattern, and no bifurcations are observed.

The SIF has the following general expression:

\[ K_I = \sigma \sqrt{a} f \left( \frac{a}{b} \right), \]

where \( \sigma \) is the contact pressure, \( a \) the crack length and \( b \) the extent of loading area. It is worth noting that the length \( b \) is the only characteristic length of this structural scheme. Therefore, in order to emphasize the scale-invariant aspects of the problem, it is useful to plot the diagram of the nondimensional SIF as a function of the crack length normalized with respect to \( b \) (Fig. 2b).

After the initial unstable propagation (i.e. SIF increasing with the crack length), fracture becomes stable (i.e. SIF decreasing with the crack length), as soon as the stress field around the tip diminishes.
2.2. The Hertzian cone crack

In the case of the Hertzian cone crack, fracture starts from the neighborhoods of the contact area, and symmetry is preserved. Therefore, contrary to the previous case, the problem can be modelled with either an axisymmetric or plane-strain discretization resulting in, quite surprisingly, completely different results. A detailed study of the initial defect position has been carried out, emphasizing that fracture usually initiates from outside the contact area. Although the analysis should be carried out in a probabilistic framework, due to the statistical dispersion of initial flaws in the material, we focused mainly on the deterministic evaluation of the defect position as related to the maximum SIF. As a matter of fact, this is the position of the flaw that is more likely to propagate, in the case of perfectly brittle fracture. In order to take into account the influence of the effective pressure distribution over the contact area, four limit cases have been considered (Fig. 3a,b), which approximate the contact pressure for different indenter profiles. The results are shown in Fig. 3c and d, where the nondimensional SIF of the initial flaw is plotted as a function of its distance normalized with respect to the loaded area. In both cases, and for each pressure distribution, the SIF grows, as the distance increases until a maximum is reached, after which it decreases. This means that the initial flaws which are too close to the contact area (i.e. within the compressive core) cannot propagate, whereas at a certain normalized distance from the load, the probability of propagation is maximum. It is worth noting that this conclusion is in good agreement with the well-known evidence of self-similarity of the fracture cone, observed experimentally both in the quasi-static and in the dynamic case [8].

In the case of the plane-strain analysis (Fig. 3c) the most dangerous defect is placed at a remarkable distance from the loading area, and its position does not depend on the contact pressure distribution. On the contrary, in the axisymmetric case (Fig. 3d), the most dangerous defect lays just outside of the contact area, and gets closer and closer as the contact pressure distribution is decreasing (as in the case of conical indentors).

Once the position of the initial crack was determined, numerical simulations were performed in order to evaluate the geometry and the stability of the crack pattern.

In Fig. 4a the deformed mesh for the plain-strain case is depicted, just after the crack propagation. The diagram of the nondimensional SIF (Fig. 4b) shows a monotonically increasing trend. Therefore, crack propagation is unstable and starts as soon as the critical condition $K_I = K_{IC}$ is reached. In addition, a decreasing tail (softening) should be observed in the load vs displacement diagram, after the peak load.
Fig. 3. Structural scheme for the study of the position of the nucleating crack (a); different contact stress distributions considered in the analysis (b); stress-intensity factor as a function of the initial crack position and for different stress distributions: plain-strain analysis (c); axisymmetric analysis (d).

Fig. 4. Deformed mesh with FRANC2D: Hertzian cone crack (a); plain-strain nondimensional stress-intensity factor as a function of the normalized crack length (b).
On the other hand, the axisymmetric simulations provide the well-known experimental stable propagation, also recoverable from a theoretical analysis [8]. The SIF history (i.e. the SIF evolution as a function of the normalized crack length $a/b$).

Fig. 5. Axisymmetric nondimensional stress-intensity factor as a function of the normalized crack length (a); comparison between plane-strain and axisymmetric crack patterns (b).

Fig. 6. Principal component of the elastic stress field related to a tangential contact stress distribution (a); different fracture patterns as a function of the normal-tangential load ratio (b).
of the crack length), reported in Fig. 5a, is monotonically decreasing. Therefore, an increment of load is necessary after each propagation step and the phenomenon evolves in a stable manner. Finally, in Fig. 5b the crack patterns arising from axisymmetric and plane-strain simulations are compared.

### 2.3. The cutting crack pattern

A preliminary elastic analysis (Fig. 6a) is useful to put into evidence the zone beneath the loading area, where the crack would preferably nucleate due to the concentration of tensile stresses. In Fig. 6b various cutting patterns are shown for different ratios of the normal and tangential load. As found by other authors [9], when the tangential load prevails, the crack starts from the rear of the contact area (with respect to the tangential load direction), then turns upward (mixed-mode propagation) and provides the formation and removal of a chip (Fig. 7a).

In Fig. 7b a nondimensional diagram is shown where the normalized SIF is plotted as a function of the normalized crack length (i.e. normalized with respect to the contact area). It is thus possible to observe the transition from stable crack propagation (i.e. decreasing SIF) in the case of indentation \( F_n \gg F_t \) to unstable crack propagation in the case of cutting \( F_n \ll F_t \), which is experimentally confirmed by the sudden chip formation detected in brittle materials.

### 3. Numerical simulation of cutting in heterogeneous materials

In order to investigate the role of heterogeneity in quasi-brittle materials, numerical simulations of indentation by means of the LM [10] have been carried out. The LM is a discrete model of a solid material where the continuum is replaced by an equivalent beam or truss structure, the lattice, as shown in Fig. 8. The main purpose of the LM is to achieve understanding of the fracture processes which occur at small scales and of the influence of the microstructural disorder on the global behaviour of the material. A great advantage with respect to the classical codes based on fracture mechanics is that there is no need for an initial crack to be defined. Thereby, we do not need a positive SIF \( K_I \) to ensure crack propagation.

Various microstructures have been investigated, by changing the aggregate size distribution, and the ratios between the mechanical properties of the material's phases. In this way, the role of disorder is evidenced.
The indentation process can be studied by imposing a vertical displacement to the loaded nodes. The damage level is denoted by the relative number $\alpha$ of broken bonds $N_{\text{broken}}$. In Fig. 9a the damage pattern is shown, and the Hertzian cone cracks can be easily recognised as well as the sub-vertical median crack under the indenter.

The action of a ploughing indenter can be simulated by means of the LM, by prescribing vertical and horizontal rigid displacements to the loaded nodes. In Fig. 9b the case of the coarsest microstructure is reported, where $F_t \approx F_n$. Since the cutting force is equal to the normal force, tensile stresses prevail behind the indenter, while a strong compressive field arises ahead of it. As suggested by the elastic stress field, cracks initially develop behind the indenter, in the form of vertical splitting fractures. Only when the material becomes significantly weakened in this zone, damage begins to spread inside the compressive field. However, due to the tension-governed fracture law, the LM cannot predict fragmentation within the compressed zone, and only surface delamination is observed in the last stages. Notice, however, the large amount of broken beams (due to the local splitting mechanism in the lattice network) along the maximum compression diagonal direction.

Fig. 8. Three-phases coarse material adopted in the lattice simulations.

Fig. 9. Evolution of damage in the lattice mesh (coarse material) after increasing the indentation load $F_n$ (a); lattice simulation of the ploughing action in a heterogeneous material (b).
Contrarily to the FEM, within the lattice simulation no SIF is provided. Thus a consistent comparison between different microstructures must be carried out in terms of load–penetration responses (Fig. 10), where the greater compliance of coarser microstructure reveals a greater energy dissipation (i.e. ductility) of quasi-brittle microstructures with respect to brittle homogeneous materials.

### 4. Size effects induced by brittle chipping on cutting strength

In addition to the previous numerical simulations, some theoretical arguments can be put forward regarding the scaling laws involved in the phenomenon. Let us consider two different indenters, pushed inside the base material by different values of the normal force (Fig. 11a,b). Of course, two different values of the cutting force $F_i$ are induced by the two different situations. It is physically plausible to assert that self-similarity holds in the distribution of fragments removed by the ploughing indenters. This similitude is supported by the fractal power-law distributions obtained in several fragmentation and cutting experiments (see the extensive collection of data by Turcotte, [11]). Thereby, assuming the penetration $w$ as the reference length scale, the volume $V_f$ of the removed chip scales as $w^3$ while the area of the fracture surface $A_f$ scales as $w^2$. 

![Geometrical similitude in the discontinuous brittle chipping process.](image)
As is customary in the cutting and drilling practice, the mechanical parameter which defines the material resistance is the cutting strength $S$ which, in the framework of plasticity, has to be considered a scale-independent parameter. Indeed, the cutting process is discontinuous [12]. Thereby, removal of the fragment is governed by LEFM, and the cutting strength undergoes relevant size-effects.

According to LEFM, the failure criterion must be written in terms of the SIF $K_1$ (with physical dimensions $[F][L]^{-3/2}$), to be compared with the fracture toughness of the material, $K_{IC}$. Thus, the cutting force $F_t$ has to obey the following relation:

$$K_1 = \frac{F_t}{w^{3/2}f} = K_{IC},$$

where $f$ is a nondimensional geometrical function. Dimensional analysis yields, in this case, the following scale dependence of the cutting force on the penetration: $F_t \sim w^{3/2}$. The above scaling law can also be justified by the dimensional disparity inherent to the energy balance. The elastic strain energy stored in the fragment, in fact, scales as $w^3$ whereas the energy which can be dissipated over the fracture surface scales as $w^2$. In the case of plastic crushing, instead, both energies would scale as $w^3$. The intrinsic nonlinearity of chipping (which is independent of the penetration law) implies that a Coulomb-like linear relation is misleading. In fact, in typical cutting experiments [13,14], the ratio $F_t/F_n$ increases with $w$.

Due to geometrical self-similarity of chips, one can assert that the work $W$ done by the cutting force when removing a single fragment is given by the product of the force times a displacement $cw$. Therefore, recalling Eq. (3):

$$W_{cutting} = (F_t \times cw) \propto w^{5/2},$$

where $c$ is a nondimensional geometrical factor. By definition, the specific work per unit volume is the cutting strength $S$, with physical dimensions $[J][L]^{-3}$. From Eq. (4) one obtains the following scaling law for the cutting strength:

$$S = \frac{W_{cutting}}{KW^3} \propto \frac{1}{\sqrt[3]{w}},$$

where $\kappa$ is a nondimensional geometrical factor. The scaling law (5), depicted in Fig. 12, is very interesting and is confirmed by the experiments [15]. Therefore, if brittle chipping is the main destructive mechanism, the nominal cutting strength $S$ decreases with the penetration $w$ or, which is equivalent, with the size of the indenter. Bigger indenters will therefore be more efficient cutters, although a larger normal force will be necessary to ensure their penetration. These considerations should be taken in adequate account when performing cutting and drilling operations. Incidentally, it is well-known, in the drilling practice, that larger chip sizes imply a better efficiency (i.e. less energy expenditure). As already mentioned before, the square root scaling should be modified in real situations, because a certain extent of crushing always occurs immediately ahead of the indenter, and thus the two destruction mechanisms interact with each other. In

![Fig. 12. Size-effects on the cutting strength $S$ according to LEFM (a); corresponding bi-logarithmic diagram (b).]
particular, plastic crushing can be very important in some kinds of rocks and even prevail over brittle fracture. Moreover, dynamic effects related to high strain rates can also alter the theoretical predictions.

5. Conclusions

In the present work, the cutting process in brittle and quasi-brittle materials has been simulated. With the help of the LM, the roles of material heterogeneity and diffused damage have been investigated. It has been shown that various mechanisms interact ahead of the indenter during the cutting process (i.e. plastic crushing and brittle chipping). Since the process is discontinuous, some characteristic lengths of damage come into play, related to the indenter’s penetration, which provide size-effects on the cutting strength of the material. Theoretical arguments show that the so-called cutting strength \( S \) (e.g. energy spent per removed volume of base material) undergoes size-effects. The slope of the curve depends on the interplay of the crushing and brittle chipping mechanisms ahead of the indenter (e.g. if LEFM holds, i.e. very brittle chipping, then \( \alpha = 1/2 \)). Thereby, it can be concluded that the cutting performances could be significantly improved by reducing the crushing component and enhancing the chipping ability of the indenters (e.g. by increasing their sizes or depth of penetration).

Acknowledgements

Support by the Italian Ministry of University and Research (MURST) and by the National Research Council (CNR) is gratefully acknowledged by the authors.

References